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FOREWORD

During tV. lat few year.s ccnsiderable advences have been maede over the whole range of

components t-;-d in radar systemns and z number of ierort&nt new devices have arrived on the
scene

These nev*-1,ipznts have not only led to the reallsation of many system techniques tbat
until 'ecentl.y have existed only in theory but ttwy have also lntroiuced a nu.ber of' Import-
ant new princtries.

:t was in order to provine an c(.portunity to heaý- abo.at and discLis these new advances
that the Aviornl.-s Panel of AGARD decioed to .devote its XIXth Techniele- SyMpcsium to this
topic. 38 pap(¶rA were presented to 140 participants end a number of lively and informative
discussions ene-ed. The pltn of these proceedings follows the confer.ence progratme and the
records of the discussions appear lImediately after the relevant raper.

Ths. xetting ,,zetner and selection of the papers involved a cansideraole amount of work
and I an indebt-, to the PFrogruce 'rommittee for its effort. In particular. I gratefully
acknowledge the h,.lp given by Mr J.?4.6loom. Professor D.Bosman, Professor I. Carpentier.
Wr J.Preedaan. ir F.Gna-i and Professor Or C.Ulbricht.

""ogr Voles

Progr Chtirman and Efditor

I T



CONTENTS

Page

PANEL OFFICERS ill

FOREWOAD IV

TECHNICAL EWAI.tATION RCPORT ix

SLSSION I CI ATTER AND tARGETS

Refereace

RADAR SEA RETURN IN HIGH RIND/WAE (CNDITIONS
by N.W Guinard and J.R.3ansame Jr 1

AN EXPERIMENTAL STUDY OF SOME CI.VTTER CHARAITERISTICS
b) v.P. Warden 2

METHODS AND INSTIN]vENTATION FGi ASSESSUENT OF THE SPECTRAL PROPERTIES
OF RADAR CLUTTvR

by T.Kester -nd J.Etnau 3

ZONE MCASUREMENTS OF SADAU ANGELS (FALSE RADAR T'RGCES)
by U.Fishbein. E.Frost and I.E.Vander Xeer 4

CRAR'CTERISTICS OF ECHOES FRO% AIRCRAFT AND CLUVTTE DERIVED FROM
0DIGIT1. RECORDED RADA DAT4

by K. voen Schlochts.

SOME 4EASURENCNTS OF THE EFFECTS OF FREqUENCY AG1L1Y ON AIRCRAFT
RADAR RETUaNS

by W.S. 5hitlock. A.I Shepherd and A.L.C.Quicley 6

RECENT DEVELOPMENTS IN TARGET NQDELS FOR RADA% DETECTION ANALYSIS
by P.Swerling 7

TUE THEORY OF AMPLITUDE COMPARISON XONOPULSE RADAR IN A CLUTTERED ENVIRONMENT
by E.N.Nofstetter 8

TRACKING ERRORS IN A FREQUENCY AGILITY SYSTEM
by P.F.Guarguaglial 9

t CONERENT AND NONCOHERENT RANOVIDIK IN RADAR RESOLUTiON
Sby A.W.Rgbaczek lo

SESSION I1 - NICROUAYE SUBSYSTEMS

INTEGRATED SURSYSTENS ON COMPOSITE SUBSTRATES
by A.Leke. P.Holst %ad H.J.Schmttt 11

OFTIRISATION SUR ORDINATEUR DES RADOXES AEROPORTES
par I.R.Plerrot 12

PAPER 13: Cancelled

PATTERN COMPRESSION bY SPACR*TINE BINARY COPING 4F AN ARRAY ANTENNA
by S.Drabowttch and C.Atbry 14

FLOOD-LIGNTING SITH NYQUIST RATE SCANNING
K by A.K.Edgsr and I.L.Jones 1I

PHASED ARRAY RADARS FOR AEROSPCE APPLICATIONS
by A.S.Rob/sson i6

"T.S LINEAR ARRAY k 'q EAN STEEING
by R.Rettrig 17



Reference

mofnllr Coco V.Ts?V bfl"LrU QnllorrQ~ ran AI33EfDolL' Dhaulcv &mAlwwa

bY F.Sterzer is

PAPER 19: (asoct||ed

LIGHTWEIGHT PHASED 4RRAV SYSTENS FOR AIRBORNE AND GAOND BASED APPLICATIONS
by U.Simpson 20

PAPER 21: Cance•ied

SESSION III - SIGNAL PROCESSING

RADAR DE POt8RSI'ITE A GRAND PO•tOIR SEPARATEOR EN DISTANCE
par II.O.P.Forebtier et W.Chevsaier 22

LOV DISTORTION DISPERSIVE NETIORKS FOR OIOEBAID SIGNAL PROCESSING SYSTEMS
by F.G.Uerring. P.N.Kreacik and A.J.Axel 23

CORRELATION DIGITALE
per I.R.Carre 24

SWITCRED CAPACITOD STORAGE ARRAfS FOR A.XT.I. AND BANDVIDTU COMPRESSION
by D.S.iarris 25

NYSRID ANALOG - DIZIT4L CORRELATOR
by C.E.Jagger 26

A DIGITAL X.T.I. CANCELLER
by A.ReJss 27

TIE PLESSEY DIGITAL M.A.I. SYSTEM
by F.Bradsell 27(a)

METROBE aE TltAITEXENT DIGITAL DE SIGNAUX NONOPULSE EN PRESENCES! CLUTTER
par U.G.P.Fortstier 28

SYSME DE TRAIASSEXT ASSOCIE A UN RADAR CODERENT POUR LA DISTANCE
EN LA VITESSE RADIALE DES CIDLES

per N.J.Strvem 25

DETECTION OF DOPPLER SNIFTED RADAR SIGNALS lIfU CLUTTER IJJELtDN
by I.D.Wirtb 39

WIGITAL SIGNAL PROCESSING FOR RANGE-GATED PULSE DOPPLER RADAAS

by B Geld and C.E.Nuehe 31

SESSION IV - DATA PROCESSING

DATA PROCESSING CONSIDERATIONS IN ADIANCES PBASED ARWAY RADAR SYSTEMS
by g.Coits end J.H.Parsons 32

OPERATIONAL ERPLOYMENT AND DETECTION PEAFORKANCE OV ADVANCER COMPUTER
CONTROLLED RADAR SYSTEMS

by JA.*fJvoet 33

DIGITAL PLOT EXTRACTION OF PRIMARY RADAR

by D.J.Cocbram 34

PAPER 35: Catce:Ied

DESCRIPTIOM OF TRACKING STRATEGY FOR PRASED-ARRwY RADAR
by G. van Kesk 36

SOME STATISTICAL RESULTS COMPARING DIFFERENT TRACKING LOGICS
by W.A.Both and 2.7lockmer $7

v!



Reference

DIGITAL iADi PLOT EAktROK - A sYsTKM MODULE OF AN AUTOMATIC AIR
TRAFFIC CONTROL SYSTEM

bv H.Khort and- 35~~~~h.~J

SESSION V - SrSTEMS

RUDhR - AN EXPERIMENTAL NOISE-RADAM SYSTEM
by J.A.Swit 39

SAIGA - RADAR D'EVITNENT D*OBSTACLES POUR UELICOPTERE
Oar G.Collot 40

PAPRR 41: Cancelled

A COST EFFECTIVENESS STUDY OF TUF AIRBORNE EARLY WACNING AIRCRAFT
AS AN INTEGRATED PART OF AIR DEFENCE SYSTEMS

by T.N.Kerr 42

DISCUSSIONS 0

vii

I,



TECHNICAL EVALVATION REPORT

A. I. Edgars

1. INTRODUCTION

This XIXth Technical Symposium on "Advanced Radar Systems" itas organise~d by the Avionics Panel of AGARD.
It was held at the (irand Hotel. Tarebya. Istanbul, Turkey between 25th and 29th Many. 1970. The Progres Ccmaittee
wr~s chaired by Mdr R.Voles. This report igo an evaluation and assessment of the scientific and technical content
of the meeting and aired at assisting. AGAPtO in plann~ing folirow-on activitius and future meetings.

The Program Cowaittee Is to be congratulated on providing a wel1l balanced and valuable program concerning

subjects of vital concern t'i any radar system designer. The subject matter wsA covered under the headings of.

(a) Clutter and Targets.

(b) Xicro-wave Sub-systems.

(c) Signal Processing.

(d) Data Processing,

(a) Sysatems.

This repoit Is arranged under the saxe headings.

2. SESSION 1 - CLUTTEkt AND TARGETS

There were 10 papers in this Session. 6 on measurements of returns from clutter (sea, ground and precipitation)
and aircraft and 4 theoretical papers on a variety of topics. The opening paper1 reported on airborne measure-
merits and returns from the s49L under high wind aW wave conditions. These measurements were made to test the
predictions of a model for the radar cross-sections of sea returns Rod gaie good agreement for vertically polarised
radiation, although figures greater than predicted were obtained for horizontally polarised radiation. The
follow-up paper on results wnder less catreme conditions will be awa!.ed with Interest. Paper 2 discusses results
oiz returns ~row ground and precipitation clutter with a 10 cm surveillance radar. These results were presented 1*1
the form o! probability distribution curves for the radar cross-section per resolu~tion cell and for ground clutter
showed a log-normal shape. After suitable processins to remove the terrain factor. the probtbility distributions
of the resulting signals from different sites showed similar characteristics. Paper 3 suggested a new model for
the calculatior of the mean doppler speed and standard deviation of the velocity spectrum of rain clouds. The
second part of the paper described a portable instrument for the measurement of clutter spectra and gave sot'
results obtained with it. Paper 4 reported on measurements of radar angels. It gave interesting results with
15--cope displays and correlated the pattern of echoes with insect and bird behaviour. Von kSchllactt0 reported on
the amlitede and phase shift of echoes over one scan from a variety of targets using a digital recording systez
and frem repeated measurements gave both mean values and fluctuctions for different types of targets for both
amlitude sad doppler frequency, over one scan and over a large number of scans. The last paper's from A-SW.
Portsmouth. discussed the effectb of frequency agility on aircraft using a C-band radar. They measured the root
mean square nulsr-to-pultse flutctcation for a Sea Hark and a Comet for different frequency changes. For a Sea
Fiasic the maximum r.m. s. value was 6d0 for a 13 MHz shift. whereas the rt-turns from the Comet were decorrelated
at a fixed frequeucy.

Flour theoretical papers followed. The first 7 by Sterling modi-ied the 'Swerling m')eis" to include broader
failiee of models whose statistical behaviour Is governed by chi-square. lo.-norwmi and Rice diistributi,=s.
It gives a brief discussion on the significanci of various target models .1%,r various typer cf receiver processing.
Paper 6 deals with amplitude comparison monopulse radar in a cluttered enviromment. The generalised likelihood
ratio test ',s used to derive the detection and parameter eetimation strateity for the radar receiver. Exrpressions
for the detector and angle estimates are derived for a tumber of cases. For the conventional sum and difference
bern-case, an approximat' on to the likelihood receiver is derived and show tc be a much more easily realisable
structuwe. Paper 7 deals withi tracking errors in a frequency agile system. It cocrludts that frequency agility
gives a reduction of tracking errors for a moaopulse radar. With conical scan, while the glint error Is always
reduced the scintillation error =ay be increased. Paper 10 by Rihazck discusses the significance of coherent

adincoherent bandwvidth In radar resolution.

3. SESSION 11 - MICROWAVE SUB-SYSTEMS

Lmake, fIlait and Schmstt 1 ' praodued an Interesting p'toer covering microwave integ~rated circuit~s allowing
planar istegraloz of magnetic syetem functios. ',*My Ill. -itrated designs for phase shifters, switches and

* aaerlatandeat of tho SR mid ATC Group of the "oIa 14dar Entabliaheent o~the min~stry of Technology. UK. Assisted by
1I.P.Warden also of the IM.



crruiatur4 awl 5ho.wed a gur. uscillsktor doppler radar on a 3 cm by 3 cm composite ferrite chip. This paper aivi
I lot.er iinper " by Sterzer will be o! inte:est to en,%ineers concerned with phased arrays. 8terzmr describes
saI1d stoto microwave sources or P max - 3o w at L-band with 40% efficiency and 15 watts at. 8-band.

Pierrot! discus..ed the coc-puter design of radumes giving very good agreement between theory and practice.
ThA aim is tv optimise the design for given ultetro-aagnotic aero-dynamic and mechanical illus~trations.

Papera 14 and 15 c~iver sy-stems using electronic scanning. The former describes a process of space scarning4
by an array in which the radint ion pattern is time modulated using I bit (U) 1 7) phase shiftera, Prom tbe energy

point of view there is a losd of about 3dB in the best case. Paper 15 described a radar system with flood-lisht Ing

and Nyquist rate scanning att S-b~and. It gives the possibility of good 14.T. I. perforsanc(, combined with a very
high data rate, a combination not possible with non-floodlighting systems. Thin type of system uses energy
efficiently Dut calls for sore complex data processing. Robinson 1' points the way to highly competitive Phased

array radar designs and sug3ests that recent technology trends will provide cost effective solutiors. Ye suggests

that there Is a future for time and frequency shsring of phase,! arrays between a multiplicity of systems. particU-

larly in aircraft. spacecraft wanE ships. Simpson 20 also forecasts &- incras~ing Impact for phabed arrays I,
lightweight :ystems for the hattleflela and In aircraft. He describes a ter7' compact X-hand airborne weather

radar for aircratt scanning ±450. the sector scaniled being selected by tke Pilot.

4. SESSION~ III - SIGNAL PROCF.SSINU

Papers In Ression IlI on Signal Processing covered pulse comrn -ssion. correlators and 1.T.I. systes..

Forestier and1 Chevalier" described a system combining Pulse compression ard correlation giving an output
requliting narrower video bandwidths than the conventional pulse compression radar. Herring" gave an excellent

paper on dispersive networks a&d highlighted the practical problems. He gave examples covering bandwid4ths UP
to 500 Wtz.

to Puwrs ndvda apers but31woovredpohint out that th whl t"o ae aluable readin z Wrkers in

the signal processing field. A general observationi is that sigmal pro3cessing techniueQ5s aWr18 aiAst greater

effici'lmy by taking advantage or new technology. The met result is a more complex systew wjixch would not have

beea possible with anaogue circuitry.

5. SESSION tV - DATA PROCESSING

Whereas In the-past ctrcuits and techniques have been thet life-blood of the radAw system, data processing Is

.kwa of eo~jal. or Perhaps greater, izoortance. This change -in reflected in Session IV where the eepbasis-JU

syatens Is on the computer and digital processes within the radar. Papei-32 distcussxes this c! . .4e Ii sowe

4etail. Digital or comuter control Wa inclule beim positioning, target acQdrIition, tracking and- the operation

of test and diagnostic programmes. It points out~ that while hrware costs are reduding there has beenalrg

Jincrease In progrmiaug. which is now a major item in system dievelopment.

In Paper 33 Blivoet discusses the merits of computer control ,'or a search track radar with fall or Partila

electronic scanning. He conclu~des tI.at computer control systess must be exploited to the full to proide coat

eftective radars having acceptsble volume cover and shows that very nsarrow Pencil bern radars (tYPICAlly to X 10)

witb their advantages ir. tracking accuracy and clutter rejection can be effective jr. the surveillance mi~ed..

Papers 3G and 37 deal with tracking strategy and logic, mainly from a theoretical viewpoint. Ebert 3 gave

a most tnteresting paper on a digital plot extractor. His systes correl,.t03 primary and secondary sigmals and

allows dis~play information to be carried on two or three 3 KHt telephoue cables. The detection Process Includes

sliding window integration sad clutter suppression circuits aimed at giving a substantial rain clutter reduction

4 ~for a system loss In sensitivity of about 0.6dB.

Paper 3a by Wmt describes an experimental noise radar - RUDAR - In which the noise spectrum is saitted 71ia

a dispersive antevnn to spread the transmission In azimuth. -Reception 'vi, suitable matched filters provides

angular information while range is given by a correlation technique. A range accuracy of the order of I meter

aW a resolutio~n of abotut 30 meters are claimed.

Trials of a terrain avoidance radar for helicopteri are described by CollLot,- 0 . it operates at 35 M~ with

a pulse widIth of 0.2 iLS, Large obstacles, hills. pylons. and power cables are in 'dicated. although In the latter

case indication Is tiot continucus along the cable length. The displaY Is easy to interprot and eublshe 'je

pilot to avoid obstacles by change of direction or by alteratiors'of fligbt level.

In the final paper"s Kerr. Ministry of Defence-. UKX. presented a cost affectiv -*ens study of an Airborne

Early Warning System. on the -ssdtv,1ton that po0or low level cover from ground baned teureillancia systems will

be exploited by the enemy he shows that there-are significant advantages to be obtained, operationlly aOd

econosically. by wdaptirrig an A.E.W. system. He suggests that enemy acticni bv physical attack or Ti. tech-

niqaes do not neeate the eigolficsant advantages of such a 33'ste*.



6. CONCLUSIONS

ThA Symposium on "Advancod Radar Systems" gave th, impression of steady 'regress rather than spectacular
Improvements - indeed, this is tL be expected at this stage in radar development. While the papers presented

r covoren aimost the whole field of radar techniques there was greatest emphasis on the problems that would arise
%ftih automatic radft should the.,% become pessible. Thus the 4tatistic of clatter and techniques of eliminating
unwanted signals due t. terruin. precip~tation and Angels were always to the forefront, both in signal processing
and in data processing. It was clama that the ultimate goal would be reached only by optimising system designs
at all stages and ease of maintenuace and reliability point to digital processing rs the desirable solution,

Several papers eanhasised the reductien in i-re and cost of components for phased arrays and showed that, with
their application to radar, systems couid bo ecnnomically viable. Nevertheless. there was the warning that costs
for an overall system. since m•st systems sust include some degree of computer c%0ntrol or processing. are in
danger of rising because of the increasing associ-ted software costs.

Ovf'rall. a very worthwhile Symposium that provided a valuable exchanfe of informatiorn.
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RADAR SEA RETURN IN HIGH WIND/WAVE CONDITIONS

by
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4- ADAIRSEA 1MEURd IN HIGHR WIND/WAVE CON~DITION.'

Norman W. Cuinard &John I. Ransone, Jr.
Noval Itesearch Laboratory

Ijeahington. D.C. 20390

~2. M.

t Recently, scientists working In both the United States and the Soviet Union have developed a uev
model for the RCS of the sea which is based on tile scattering from a composite surface. The model pra-
dicta an upper bound (saturation value) for the RCS and also yields 2xpressions for its variation with
frequency, polarization and grating angle. To verify the prediction; of the modtl urder extrine condi-
tions,, an extensive wazzurement program was conducted over the ZKorth Atlantic in February 1969 using

f the ?NkL Four-Frequency Radar System Installed in an EC-121 aircraft. Data ware acquired in set states
with winds which varied from Beaufort 0 to 8 with a mexiama observed sea state condition of a 48-knot
wind with 26-foot EMWl, The results of the measurwerltt have verified heexistence of the saturation
condition for wind speeds above 10 Knots as well as tae v~trltion of the RCS with frequency, polarization
and grazing angle with~ the proviso that the tilting of the scattering surface by the swell be accounted
for In the interpretation.

1. I7rmODI'CTION

In February 1969, the Na~val Research Laboratory based its lnw:-.rvequency Radar (4FR) System, which
is a laboratory typo measu, met radar installed in an IC-121 (Satpez Constellation) aitcraft, in Shannon,
Ireland, for the puý'pose of collecting radar returu data In the high sea states whith are characteristic
of thet North Atlantic Ocean In the winter months. The experiment was extremely st-~cessful. Tr tra
first three weeka of the month, nine missions wete- flouoOenSain Ida(9,1W ~~ Juliet
(522.5%1 20*W) and on seven of these, winds In excess of 20 knots were observed with & maximum vindiwave
condition of 48 knots windspeed combined with a 26-foot significanc save height occurting on 11 February.
There were three primary reasons for undertaking an experiment of thii magnitude to docueent the be-
hevior of radar return from high saes. Tit. first was to satisfy the requirement generated by the Con-
tinuing development of long-range ocean surveillance syst.-ss which have made the description of clutter
backgrounds In terms of typical and worst case conditi- it, an increasingly 1i43ortant feature of system
specifi:CO`.r- and dasign. Thbe steond -,as the desiru te measure the variation of the Radsr Cross SectionI ~.iCSj o t.ie -' ; w-th' inreas*%rA r u-thness te detezz..- tOw range oever which active radar could be
QxsPact . w.i Y "e. - ~t tSý, fif:-* ! and -eu . , -l. The final reason %as the continuation of
as. 81 re ;h e ne:ý co"Posita v ý-Ac t16,`zL f*r tea c~u~tar whobe predictions required verification wnder
tie ex trume scattaring conditi-ocs found in the higheir sea states. Since the new modsl provides a
theiretical h~ais from which both the worst case clutter conJitina and the behavior of the ItS with
Increasing roughness wa:3 be inferred, it offers a convenient startiug point In the Jiacussion of~ the
hugh sa state measuremnt.

"ai -Aodi'l 'ehas baen foraalated by Wright (I) and independent~.y by feas, Fuks et &1 (2)* t-aats
the ezOz'V bac!hs iattered from tOe ýaa surftrmt At angles wfivra reflection fro.A factts oriented nearly
norwally to the 1i'-ii:it .Pdiativin I- zaaligi.gblo. Thn nodel views the surface at a comosite simlar
to thr.Z stu ie y .1*mioov (3) rJ.-1 iz shown In Figure 1, it consists of large swells on *Ahio are super-
imposed eesl1ar -&-w, z'rcctsme. 't.' ý,Aller str:icture. in turn, it made up of nhort gre-vity and
csp$Ilar, -ar_ v.. .. : y5ak*.I% _:,Lettrs comwrite the scattering surface while the effect of the
undorlying sruell 1s to p'ro*.t-ie a ". tu'of the scatterinS surface and thus, modify the apparent
directior. ci thet incident signalt. In the determination of the cross section, the ptosence of the swell
is temporarily neglected and the energy backncattered from the small scale strincture calculated. This4 procedure used hy Wright (1) para..els the work of Ric' 14), Peak* (5) and valunruela (6) !z that It
utilizes the carne-t of seactkring fr-- a elightly rough surface, i.e., one whose height variations are
small comuared to tim iacident wavelength and whore slopes are small comnpared to unity. The moergy
scattered by the surface Is disurmined by perturbAtion techniques and is found to be directly propor-
tional to the two-dimansional energy density 1PeCtkM Of the surface height variations and, also,
functionally relcted to the wavelength, polari~zationi and direction of the Incident energy, the
scattering direction and the complex dielectric constant. To model the sea return using this approach,
the energy density spectrium of the height variations of a wind-generated sea is specified or measued
And the energy scattered In the Ancident' direction calculated for the desired trasumission pasaztoer
and dielectrIc ccnstant. The RCS is, then, determined In the conventional manner from the ratio of the
scattereS and Incident powers.

The calculation Is simplified, since, as Rice (4) hAs shOWR, if a random slightly rough surface is
decomposed by Fourier techniques, only those componentit whose wavelength satisfies the Bragg scattering
condition established by the wavet*4ogth and directio. as: the incident radistion &rv effective In the
bac~scattering process. Wright (7) has confirmed this. result In wave tank %easurements of radar scatter
from mechanically generatod sinusoidal wa'.er waves. A further simplificatica retults If an upper bound
on the RCS is desired. Phillips (8) has defined the Equflibriua Range Spectrum as that portior of .he
sRa spectiu in which waves have been developed to a height which Is limited by gravitational constraints.
If the Phillip's spectrum (there are other optzio-s) is used as a specification of surface roughness, then
the existence of tho maximum waveheight condition results In the determination If an sapper limit In tbo
ICS of the sa" for a given set of illumination paramseters.

The Sea Clutter Nodal which reselts; from these considerations has three interesting characteristics
which way be verified experimentally; first, it predicts naturally the variation of the -aormall~zed RCS
of the sea with respect to the wavelengtht, polarization and direction of the incident o'rgry; secondli,
It relates the scattering cruel section directly to ocean spectra whose growth and decay rates have been
*The bibliography of Reference 2 contains an excellent compilation of Russian efforts in the
development of the rodel.



;i:=! zud~d'an..~ t'4,-I1vi fi.,. Alttationa itr which the scatterinR is produced by waves located in the
Equilibrium Range of thie Ocean Spectrum~, it predicts an upper limit-cr saturation condition for the
bac'cscatr.ered energy similar to that observed by Kerr (9). Consequen~tly, a study wao undertaken to
%.rify an.1 expand the model by collating its predictions with cross section data obtained by the OVR
Systdm under a wide variety of Illumination parameters under various sea conditions. tefore continuing
with the results of the collation, a brief review of the 4FR System and its calibration procedures will
be presented oince its chaL .;zertstics and the accuracy of- the calibratian impose conutraints on the
cross section measurements and their interpvetation.

ise 4FR Eysten isan airborn~e coern pusardrwihi aaleo rnmtigaaq~ of

the X- and C-band antennas, are circular parabolas which have a como". boresite and have equal beass-
widts s tht tey lluinae eualares. hil th otorthe L- &a.d P-band antennas, are Inter-

mixd :ossd dpoe &.,rys itha ommn brertebut unequal beamwidths so that the area iiluminata4
by te Pban anennaIncude tht ilumiate bythe 1.-ba;nd antenna. In operation, the f4FR System
alertaesit tanmison i te eqene honin Fiue2 h iimspro ftealternations,

The receiving system of the ra idegndtdtctboth the directty polarized return, I.e.,
the horizontally polarized rcturn from a %orizoi-41-dy polarized traesmission and the cross polarizcd
return, i.e., the vertically polarized return froai a horizontally polarized tr~ansmission. Consequently,
16 variables are present in the receiving sequence, faux for-each frequency. These four are the complex
componeuts of the scattering matrix and offer a nearly complete description of the Wl~ection
characteristic~i of targets over the parameter range t-.- a limit determsined by the resolution cell of the
radar. The receiver has two channels, one for borizontally polarized returns and the other for verti-
cally polarized. These function to preserve the azplitude and phase of each comp~onent and are time-
shartd by the transmitters so that calibration is simplified byr eliminating relative drift o,.rors.
Amplitude and phase are measured Independently In each channel. In the amplitude char~nel, the signal
is logarithmically amplifted to compress the dynamic range and then Incoherently detectea. In- the
phase channel on the other hand., the signal is amplified a:nd hard limited at IF to eliminate amplitude
fluctuations and is coherently detected using a stored reference. All signal* are gated in range by
an operator, digitalized and recorded in flight for later analysis. Some of the system characteristics
of the 4FF. System are given in TAM.E 1. A more detailed description of tne system is given by Wowe*~d
(10).

One of the major problems involved in the measurement of cross section from an airboine platform Is
the calibration of the radar system. In Seneral, two cali~brations are required to eliminate system
con-stants. The first is an internal calibration which Is accomplished by measuring the receiver trans-
fer function from the antenna output terminals to the r6.aotding medium by m-Ums o.i stand6rd signal
generators. The second Is an external calibration to determine the constants related to the antenam
gain, radome losseis and radiated power. In this latter measuremnnt, 3-inch aluntaim spheres are aned as
reference targets of knowtt cross section. These are dropped from the aircraft and tracked menially.
Figure 3 is an exavqle of zcohare returns. The ordinate In this Figure Is relative amplitude of the
return In decibels and the abscissa is the logarithm of the range. Tho figure is a coupilation of
several sphere tracks made conaecutively prior to Che measurement of the sa" return In the North Atlantic.
Each point raprasents the upper decile value of a thirty-two pulse sample of the return. The upper
docile is used sinco, all errors in sphere trAcking; tend to lower the observed values of the cross-tection.
The theoretical value of the returu shown in thin Figurx. is computed from the radar equation using
measur.ad transmitter power, the value of the crcust section, and anteniss gain appropriate for the frequency
transmitted and an estimata of the line rnd raioma losses. As can be seen In the 1-bend horizontal
summary, the theovetical value provid.us an excellent measure: of the calibrativn value for the return.
On tihe other hand, the 1.-ban vertical sumnry shows a 7-d..'ciboi loss betweem the theoretical value anid
the spb-ite relturn Indicating the need for a 7-decibel correction to the observed values *f cross section.
In order to use this calibration procedure effectively, all cross secticn values %re referenced to the
caliblxnion sphere cross section In the following manner. The RCS of the sphere is given by

.3X P r 5

where P and 1... &re the recaived and transmitted powers; X. is the radar wevelengtth; Go the maximum
antanna gain itud %is the range of the sptere. Applying the same definition to the target croes section

atd taking the ratio

aT -IS (2)
T PrS 'Ri

What* aT~ is the Ltarliet cro*5 section and tPrT is the corresponding radar return. In addition to thes

calibrations, in view of the many svitching operationas involved in the 47k System, a constant fraction
of the transmitted power, teread the re-entrant signal, Is inserted Into each of the microwave Input
lines and observed at the operator's console to mottitor s7stsm performance. The re-entrant i-s poriodi-
calty recorrded v4th the dita to assaso *ystem stablity. As a result of these calibration procedures.
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an average accuracy of *2 dB of cross sectiom is achieved. This value is obtained by monitoring receiver

_-ift znd t.La L_ýLttar of mnasurements of the reference sphere when illuminated under optimum
conditions.

3. THE CI4POSITE SEA CLUTTER MODEL

In order to arrive at av expression for the RCS of the sea .hich embodies the characteristics
previously discussed, the conditions which specify a slightiy rough surface in the sense of Rice (3) must
be stattd. These are

f~x~> « 
(3)

f!y I<< I

for the heights and eslpes of the surface raipectively. With this specification, several authors (1,2,
4,.5) have determined that the RCS of the sligthtly ;uih surface for the directly polarized returts
(linear) are to first order given by

t) =4,06 sin'yr WK,)

(4)

1CjVa 4r~e sin' y VV W(K.,K)

where 0 is the wvawnuber of the incident radar energy; y is the depression-angle; K ,K are the wave-

wmobers in the x end y direction on the Infinite surface, and W is the %vo-dlmsiasiff'mA energy density
spectrum of the surface height vairiatiocs. The a terms are given by

R ~(sin 7+ /-- c -07-7)1
2

(C-l) LC(oso 7+1) - coss _Y3
"o1 V (eain 7 + coo? 7)a

Abere c is the complex dielectric constant.

To p.oced furtlers fallo-Aing Ught (1) the spaectrta of the surface height variations must be
evtluattd. As previously noted, Phillips (8) had investigated the growth mechanisms of water waves and
bha concluded that an upper limit exists for the height of a wave of fixed length whether in the gravity
or capillary range. In the former, the height is limited by the extraction of energy in surface deo-
tackmnt or breakirg whule in the latter, It is limited- by the develop•ent of sharp troughs and energy
loss through release of bubhles. Usii 3 a dimensional ar&,ent, Phillips found that in these porticos
of the0 Ocean Wave Spectrum, i.e., tbe Equilibrium Range, the spectrum is of the form,

11(K) a ý

S 2 (6)

x y

and the constant 3 is averaged over the entire surface. There is sme ut.ertcinty in the value of the
constant- howmver using data from several sources, Phillips has determined that the value of B should
be 6xlO3 fox the Equlibrium uange Spectr.m for gravity ;aves and .5xW.0" far the capillary wve
spectrum. Substituting equation (b) into (4) and evaluatizg at uawnumbers satisfying the uagg
scatteritg condition, i.e.,

Kx = 20 cose 7

the limitlg form of the cross sectica for angles away frm the %=rface nomal is found to bet
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[a 0)o. - 1.5n xl10'3r 2V (6)ý

where B has been aot equal to 6xC_ and the Cr's are as defined previously.

One strikl.ig feature of these relationships besides their simplicity, its Obat they yield the
accepted ebapit for the RCS vs grazing angle variatioa (sips-theta. curve) &.-A also the observed polar-
ization dependence (for flat surfaces) without invoking the interference phunomenon which had previously
been thou3,ht responsible for these effects. Mnother Is the absence of an explicit dependence on ths
transmitted wavenueber. While this Independence, has been observed in vertically polarized returns,
from extremely rough surfaces and from the higher sea itates, the horizontally polarized r~eturns have
generally tended to follow a wavelength power law varying from -% to a -1, This discrepancy probably
Indicates thst a -slight modification should be made In the form of the Equilibrium Range Spectrum.

In view of the severel assumtions required to reach the Hlmting value of the cross section, tit
is valuable to compare ti* value predicted with thet obtained from measurements. Figures 4 and 5
contain data acquired with the L- and C-band radars operating with votttfcal polerizatiot on various days
of the Puerto Rico experiment. 71he.. data consist of the median vtljae of the nornlized cross section
for a fixed grazing eagle, obtained by analysis of approximately 30 seconds of pulse sasiples. Psalse-
width used during the mission was 0.25 microseconds for each of ti's frequency polarization transmissions.
A detailed description of the processing may be found In the work of Daely et a1 (11). TAKLE II lists
the various wind/wave conditions under which the data warea acquired tog'.%ther with the range of grasing
angle used In each condition. The 15th and 19th of July wer= relatively "rough" days, while the 16th,
20th and 21st were 1"moderate"l and the 27th and 28th, "calm." No C-band data were acquired on the 28th.

'.eturning to Figures 4 and 5, It can be seen that the theoretical curve not only provides a
realistic quantitative upper bound for the data, but also exhibits the correct qualitati*e vtiation
with grazing augle. In addition, the data acquired on the rougher days, generally, are closer to-the
limit which Is to be expectad siuce it indicatec the greater development of the Bragg resonant weve,
i.e., the wave of length,

L X~ me so 9 (9)

vi Xre Is the radar wavelength.

The situation Is more complat when the comparison Is made with hborizontally polarized data. In
Figures 6 and 1, the comarison between the theoretical limt curve and the cioss section Is shown.
Itoe data were 'Acquired with horizontally polarixed signals by the IL- and C-band radars, Hero, the
agreemet Is good ai the larger Srasing angles; hoeer ide discrepancies between tte model red the
data are apparent at the smaller grazing angles. The explanation for the lack of agreement betwean
these data atd -the limiting valuse at the lower griving angles may be found by considaring the cross
section of a compnsite surfare. Wright (1) -has noted that the effect of latge mwells on the smellear
scattering surfaccs la that of changing the direction of the normal to the mean surface with respect
to the propagation vector of the incident radiation. This anglar chang may be resolved Into two
components, one a rotation in the plane of the incidert radiation which will alter the apparent grazing
angle and the other a rotation-normal to 'the plane of the Incident radiation. Vslanreela (12) has
analyzed this latter coeponeat and concluded that significaiut variation in the cross section can be
produced by rotations In the scattering surface comparble to those produced by swell. Such a "tiltine~
of the scattering sutface would be expected t* produce significantly larger va-riations In tie horn-
zoatally polarized cross section In the range from 5 to 30 degrees then in the Vertically polarized
since the rate of chaniss of cross section with both Srazig eangle and the angle normal to It Is moch
Uarger for the horizontally polatized PMS then for Ohe vertically polarized In this region. Below 5
degrea, hcwever, the vartically polarized cross section could be enbancetd because of the composite
# urfeac s 'lope In a similar mannr. Unfortunately, this latter staement Is difficult to verify by
further mesurements both because of the paown limitations of the 41K Sy-.:"m and also because of the
effsct of surface shadoWing at thtnso grazing angles. However, L'ae compoeite surface model so well. as
cross section data Indicate tho iradvisability of -the assumption of a vanishing cross section at
&Mhllov grazing angles for either polarization except in the case of a locally flat surface with slight

Keturuing, arwentarily, to the question of an upper bound or worst case condition for the sea RCS,
the failure of tti computed limit for horibontally polarized #;ross section to bound the values at low
eangles can be rectified by utilizing the limt curve for vertically polarized signals as an upper hound
for both polarizaticus. The validity of this use of the limit Is shown toa figure. 7 In which the vertical
limit has been stiotted with the horizontal limit and horizontally polarized values of the RCS. As
inspection Of the data ior other frequencies will sbov, a similarly effective bound is achieved over the
range from MV to X bmnd by the use of the vertical limit cumv.

Although significa-st success has been achieved In watching the predictions of the composite surface
modal with khe values of RCS obtained with various polaviizti.vns and frequaefis In the relatively low
sea. states encountered in Puerto Rico, the applicability of the uppax bound for RCS reqaired farther
verification Is i,'~. states iinvra, intuitively, vwe full developmet of the in"g resonant waves



veold be expected. Moreover, the effect of such high sex state phenomena as blowLng sp~ay, non-linear
rwave inturactions, and *over* shadowing which were neglected in the previous analysis need to be

F £ ""~~4 THE HIGHSZA STATE ASURfl4ENTdaafo thhihreasteanews !qrdwicofrd

In order to obtain radar return data from the higher sa states, a nits wa k¢quired which offered
a high probability of occurrence and also provided a mans for the acquisition of surface truth to
opecify the wind/wave conditiops. Such a site was found in the North Atlantic Ocean. During the
winter months, as shown in Figure 8, a series of storms proceed south of Labrador, Greenland and Iceland
across the ocean and along the European coast. As a result of these disturbances, during January And
February, there Is a 307. p:obability of waveheights in excess of 12 feet and a 10% probability of
waveheights in excess of 20 feet. In the path of these stores, as shown, are Ocean Stations India
(59%N, 19*W) and Juliet (52.56N, 200W), on which Oceanographic Surface Vessels, staffed and maintained
hy the British, Dutch and French weatter aervices, are located on a rotating schedule. These vessels
not only provide oceanographic and mteorologic~l observations to the international weather services,
but also are equipped with radio beacons to #arve as checkpoints for transoceanic flights and con-
sequently, ar& almost ideal terminal points for the measurement program. Consequently. the 4FR System
was deployed tn Shannon which is 405 miles from Juliet and 510 miles from India.

As was previ•usly mentioned, nine Lsesions were flown to Ocean Stations India and Juliet. The
-choice of location was made daily depending on the sea state reported by each station and the meteoro-
logical forecast. At the Station, the OSV was used as a reference point and the flight plan shown in
Figure ý was initiated. The system transfer function and the sphere tracking runs had been carried
out in transit to the measurament site. The flight plan consisted of three legs flown with respect
to the wind, up, down and cross at each of three altitudes and a tenth leg flown on the return. The
use 6f three altitudes in the flight program is necessitated by the difficulty of encompassing the
entirt dfynmic range of "ea return in the radar recei,-er since gain settings were hold constant to
maintain calibration. TIe altitudes shown in the Fig o are nominal, the lower altitude vas primarily
determined by visibility of the ocean surface required by the aerial cameras and laser altimetry. On
the first of the low altitude legs, data were taken with the aircraft flying upwind and the antennas
oriented fore and eft. To ucnstre the cross section at the shallow grazing anglesý the antenna dt-
pretsion angle was set successively at 5#, 106, 20%, and 30%. At each position, the radar return vas
measured for approxiamtely 40 seconds. The antennas were then totated 1800 in azimuth and the procedure
repeated. This was done to acquir, data in the upwind and downind directlon on the same leg. On the
downwind and crosswind legs 2 and J, a similar procedure was followed and the sae range of angles used.
At the middle altitudes, the aircraft was repositioned with respect to the 0V using the aircraft
direction finder in conjunction .aith the s..pborne beacon and the crosswind leg flown. On this leg,
data ware collected at 20". 300. 45%, and 50 with the ssw* antenna reversal procedure. Overlapping of
the angles was performed te assess the affect of both altitude and time changes on the observed return.
The upwind and downwind legs at thip, altitude weea flown similarly. At the high altitude, the aircraft:
sas again positioned and the 45', 60", 751 and 90' angles set and the return measured. The antire
pattern required 2 to 3 hozrs to finish depending on wind strength and generally began at 1300Z. The
tenth leg shown on the Figure was flown on the return flight at constant altitude to evaluate the
variation of the cross section in a changing sea condition.

TALE III lists on an hourly basis the wind and wave conditions which werm reported at the Ocean
Stations duting the missions. As can be seen, on seven of the ninm missions, data were acquired in sea
states 1i which the wind exceeded 20 kmots which wes the largest wind condition observed in the Puerto
Rico experiment. The maximum sea state condition via encountered cn 11 February when a 26-foot s*I-
nificant-waveheight was combined with a 46-48 knot wind. As will be noted at a later point, the maximum
sea condition which occurred under blue skies does not provide the manims values of the cross section.
These occurred on 6 February when there were Intermittent snow falls over the measursment area. Un-
fortunately, little data have been Gbtained to document the wind variation on this day beyond that
listed in the Table. Verbal reports from the site, however, indicated gusty conditions which could
have producao a strorger wind field later in the day. In view of the variation of the cross section
with wind exhibited during the remainder of the experiment, the increase In cross section is primarily
attributed to the roughaning of the surface by precipitation.

Pigures 20- through 17 contain the collation of the RCS determILed from the compoaite surface theory,
equatioa (8), and the data collected in the upwind direction by the 4FA System in the North Atlantic
experiment. The values of the cross section are coded according to wind speed. The nau'bera In
parentheses refer to the dates on which the deta were collected. The RCS data were obtained by taking
the median value of the calibxated signal returns acquired on the upwind portions of less 1,2,3,6,7
and 8 at the prescribed angle; consequently, 120 seconds of data were used in the aample. The smaple
rate (radsr MIP) wes 683 and the radar pulsevidth was 0.5 microseconds. In Figure 10, the X-band
vertical returns show an excellent agreement between the predictions of the composite surface model
and the observed values of the RCS in the "ea states characterized by winds in excess of 22 knots, in
which the development of the gragg resonant wavelengths would be expected to be nearing the maximum.
In view of thi *2 d8 accuracy of the data, this rather graphically indicates the existence of the
saturation condition of the RCS. The "ack of development of the Bragg resonant wavelength is shown in
the low wind, 5 knots, encountered on 17 February. The overall rate of the cross section between these
two Iiniting conditions is seen to be in the order of 20 decibels. Figure 11, the X-band horizontal
returns, on the other hand, give further evidence of the "tiluing" of the surface by the large swall
structue. Again, the closeness of the measured values 9f thr RCS obtained in the wind fields above
22 knots show the existence of saturation. Figures 12 and 13, the returns on C band for both polar-
izations in Seneralt onfitm the predictions of the composite surfsco theory in a manner entirely
similar to X band. The L-ba-d returns shown in Figures 14 and 15 offer r similar agresement between
the predicted and oheerved values. Heowver, the var.iation of the RCS wtth wLnd from 5 knots to 48
knots Is ls•s for L band then for the previoun two frequencias. Turning to the last two Figures in
the series, Figures lb and 17, a similar aareent in shope is found for P band but here the reduction
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inthe spread of the RCS with wind is far less thar. for any of the preceding frequencies. ilie overall
behavior of the P( over the 20 to I irequency range With war.ir.zud cczl;en wi-- -*.th thu goacapt of
scntraring frots Bragg rainonant watat, waves. As is well known, the s.1faects of local wind are much more.

p:=.,:cet !! thje !ý,nr,!h and decav of captllary waves than in 'the gravity wav~a portion of the spectrum..
Since the Brags resonant dcattereirs for X-band energy are of the order of' i co 2 inchai ;; ,,.

the angular range, they are ctrongly influenced by wind. The Bragg resonant scatterers in P band, on
the other hand, are in the order of 2.2 fee5t to 4.5 feet over the angular range and are in the small
gravity wave region, and consequently, they are not greatly Influenced by local wind. One last Point,
of ttaa nine missions flown, only seven days are represento6. In the data, The Sth of February wca.
amitted from the collation because the lack~ of steady surface wind nade the returns highly non-
stationary. Slight wind puffs created strong patchiness in the high fvequency returns while the lower
frequencies had returats near the noise level of the system. Data from 10 February was emitted because
of the failure of the C-band trrnf'eritter on this saissi' ;n. Tho data on the other three frequencies
for this wind speed were o'ntirely similar to that presented for th* other missio~as in the eyperiament.

Additional data are available beyond that presented Inre which deals with the behavior of the
S ~returns in the oth~ar uind directions, cross polarized values of the cross-section Cnd wav% spectral

data acquired by the laser altimeter. These will be presented in later re.ports on the mission,
hopefully, in the s'risr and fall of 1970. In addition, further analysez are being conducted to
determine models for the statistical distributions of the recurns and also to model the growth of the
RCS with wind in a tractable manner. Lastly, further measurasont missions are planned tos determine
the variation of :hot RCS with wind in the critical region between 5 knots and 22 knots.

5-. CONCLSIONS

The NRL 4MR System, has been used to collect return data In tho high sea states characteristic of
the North Atlantit: in the winter months. The purpose of the experiment was threefold: first, to deter-
nine a worst caso. condition for the KCS of the sea; second, to determine the vorfation of the RCS with
increasing rouzghness; and third, to verify-and ampand'the utility of the ctmposito surface model in
conditions which would test the linear assumptions of the theory. The overall results of the study
have shown the existence of a saturation condition for the RCS with increasing toughness which had been
postulated by some Investigators and is one of the predictions of the comosite turface theory. The
value of the RCS In the saturation condition specifies a worst case clutter condition. Inspection of
tho data has shown that-the-variation of the RCS with wind Is greatest for X band, least for' the P-band
returns. 'the saturation condition Is closely approached by the RCS In winds exceeding 22 kcaot in the
North Atlantic. H~owever, ao data previously obtained in mcderate wind speed* in Puerto Rico have
shown, the saturation condition Is clo#sely approacied by wind speaeu In excess of 10 knots, It Is
valuable to combine the data collected in both the Puerto Rico and North Atlantic, experiments at a
fixed angle of Incidence to determine the variation of RCS with wind. This is dove in Figure 18 for a
30-deagre depression angle for the K-band vertically polarized returns. The data in the Fig=re have
bean fitted by power laws. in tb's low wind-region, a cube law has been used and In the higher wind
regions, a one-half pcowr law has been fitted to the data. Defining the saturation regioia-as that
wbame-the one-half power law applies, then the critical wind speed Is shown to be In the vicinity of
10 knots.

The data obtained In the North Atlantic experiment have also been used to verify the predictions
of the cyompoite surface model in conditions where mechanisms; such as spray, -non-linear wave inter-
actions, and- shadowing, which ware neglected In the model, would- he expected to be dominant. The
results of the comparison heve shovan a good agressant betwien the RCS measured In the hugh sea states
for the vertically polarized transmissions and the predicted values over the 20 to 1 frequency range,
UHF to Z band. The comparison of the-horizontally polarized data with the predicted values Indicates
again the composite net=*e of the scattering surface, in that, at the lower antenna depression eagles,
the "tilting" of the scattering surfaces by-the swell results in an apparent enhancement of zho cross
section. This effect indicates the ina.Ivisability-of the assumpioo of a vanishing cross section at -
shallow depression av41les of the radar antenva, except on a flat surface with slight roughness.
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4 Frequency Radar SystV. Paraweters

- L - BAND C - BAND X -BAND- - -ANX-......

Polarization riz Vert Horiz Vert Horiz Vert Horiz Vert

AZ. Beamwidth 12.30 12.10 5.50 5.50 50 50 50 4'70

Ei. Beamwidth 40' 410 13.8) 13' 50 50 5.30 5.0*

AZ. Minor Lobe 14.5 db 14.5 db 13.4 db 14 db 23.2 db 23.2 db 23.6 db 23.6 db

El. Minor Lobe 30 db 26. db 16 db 14 db 24.5 db 24.5 db 13.5 db 24.2 db

Cross Pol. 25 db 28 db 25 db 25 db >20 db "20 db >20 db >20 db

Antenna Gain 17.4 db 17.4 dL 25.9 db 1 26.2 db 31.4 db 31.4 db 31.2 d 31.2 db

Peak Power 23 Kw 25 Kw 35 Kw 25 Kw

Ave Power 140 Watts 140 Watts 100 Watts 160 Watts

Pulse Width .25 - 2.0 us .25 - 2.0 ps .1 - 2.0ps .1 - 2. 0ps

P R F 100 - 1463 PPS 100 - 1463 PPS 100 - 1463 PPS 100- 1463 PPS

TABLE I I

Gross Surface Conditions, Puerto Rico 1965

WIND WAVE ANMLES QUALITATIVE

DATE LOCATION VELOCITY lEGX T SAMPLED OBSERVATIONS
(knots) (feet) (degrees)

July 15,1965 10 mi 1O.W. 15-20 4-5 4-20 Rain
Sain Juan 10-15 3-5 30-90 "in

July 16,1965 10 mI N.V. 10-12 2-2.5 4-15
San Juan 7-8 2-3 20, 30

8-10 3-4 45-90
15-18 3-4 80 Ulin squall

July 19,1965 15 ail N.W. 10-12 3-4 4-45
San Juan 10-15 3-4 70-90

July 20,1965 15 ml N.V. 7-9 2-3 5-45
San juar, 10-12 2-3 60-90

i0-12 2-3 4 (cross-
wind only)

July 21,1965 20 =I N.W. 8-11 4-6 4 In X and
San Juan C; 10 In L

and P
8-11 3-5 10-90 Gusts to 12

knots

July 22,1965 20 mi N.14. 10-12 5-7 4-60
San Juan 10-12 3-4 70-90 5-8 ft swells

July 23,1965 20 s. N.W. 8-10 2-3 30-60 Sea "Choppy"
San Juan 8-12 4-6 4-20,70-90 white caps

July 27,1965 offi 2-3 0.5-1 4-15
Nayaguez 5-8 1-2 & 4-5 15-66 "Confused"

0-1 0.5-1 60-90 sea-squall

July 27,1965 off 2-3 0.5-1 4-20 Natural slicks
Mayaguez 0-1 0.5-'. 60-90

Jul-, 28,1965 off 0-1 . 0.5-1 4-18,60-90 2-fi swells
IMyaguez 3-4 0.5-1 4, 34 Rain aquitll
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TABI.E I I

Grous Surface Conditlcn.s, li.@, Sea State Progra

iO--O I
1200Z1QZ 1400Z I____I

-_ _ _ WAVES JWIND WAVES* WIND WAVES !WIND WAVES WrND WAVES WIND

6FEB. Sea 14.81,9acc 340/40

8 FDB. Sea I2',3sec ;60/09 2',3see 080/07? 2',3sec 2',3*ec 110/06
'Y' Swell 1l.5',gsec I ll.5',gsec I 11.5',9sec CALM I 14,8',9sec

10 EB. Sea I 1.5',7se 40 13.",8sec 40/3. 13.1,Sm 240/340j13.r,8aec i40/35
'r Swell 118',1~s0c I 180,lOs82c 18"',Osec 118',lOaecI I -* ---" I - i o ° I ! 4 " II • oi26G 240" 240 I21

11 FEB. Sea 21.31,10sec 290/46 21.3', l0sec 19/6213,1110eec 290/48 21.3',10s"c 290/48 23',l0sec:
I Swell 22 26.2 ,2s ec , 26.2',I2sec 2 ,29.5.,12sef 290/52

I 280" 28V i 28 o00 280 " 2800

23 FRB. Sea 23',12sec 360/39 23',12aoc 1360/35 231,12&Kc 60/36 23',129ei 350/39 123',12stc M6/37
_ _. . ...... __ _- --__ _- - --_ _ _ _ _ _ _ _ _L__ _ _

'o' Swel l

14 FB. ea 31.1see 01038 6.2110a 01/40 6.2,10iec010/40 '3,12sec 3/7"' i l IwQ I _ I" !I II

.r Swell 9.8,,7sec 111.57seci 11.51 , •eE i 11.5 .±set 9.86W, I s240 I 240 " 240C 246" I 2406
18e F E B .S ea .81,1 o , 110 / 22 9+.8', •ow 110 / 22 1. .5 ,,,0 .e • 1 0 / 11 11,.5', ,0s ,• 120/ 26 I -1.51 ',, .• 110 / 22oI ' Swe nllI I i I I

20 FZ. Be 16.',10c 08/29 6.4110se 'w/0 50/2

i RADAR

(PLANE WAVE

APPROXIMATION)

%a

%% %

% %%EA

71g. 1 Composite rough wirface
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4FR TRANSMISSION SEQUENCE

P x L C x L _

4FR RECEPTION SEQUENCE

Fig'.2 4IFR Lrs.l&iision/reeept, of seq',ences

Pr Pr
(dB) _____________(dB)
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-20 HOEIA -20
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1000 2000 3000 5000 1000 2000 3000 5000
RANGE (FT)

- Fig.3 Typical sphere drops
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AN EXPERIMENTAL STUDY OF SOME CLUTTLR CHARACTERISTICS

M. P. Warden
Royal Radar Establishment

Malvern, Worcs., U.K.

The paper reports on some results based on a statistical analysis of clatter echoeo using a 10 cm
surveillance radar. Probability distributions :f clutter radar cross-sections have been computed for
ground, precipitation and bird 'angels' and change4 in the distributioes for different pulse lengths and
polarications and as a function of time are reported.

Ground clutter cross-section distributions of signals obtained over an arc at constant range and
over a defined area show a log normal character with a atandard deviation of about 25 dB. Over a period
of several months the standard deviation remains unchanged while the mean value fluctuates by t 2.5 dB.
A 10:1 change in pulse length producet an 18 d3 shift in the distribution.

Measurements on r'ain support the theory based on an assembly of a large number of independent
scacterers contained in the resolution cell. Using circalar polarization cancellat'on figures of 21 dB
lu.ve been measured.

A possible ground clutter model has been suggested and it* predicti.ont give a good fit to experi-

menta) results.

1. INTR0DUCTIO*N

Clutter may be defined to be those targets that on illuminat.ion produce unwanted signals at the
radar display or processing equipment. In this paper we shall concern ourselves vith three types of
clutter - ground, precipitation and bird langels', in particular with measurements of the radar cross-
section when illuminated with a 10 cm. surveillance radar with different pulse lengths and polarizations.

tra shall not concern ourselves with the phase behaviour of the signal.

1.1 The most casual exination of an A-scope presentation of clutter signals reveals the random
nature of the clutter signal fluctuations, suggesting a statistical treatment of the signals. We will
characterise the clutter by the probability distribution of its radar cross-section per resolution cell.
Pecause of the uneven nature of the terrain we do not intend to use the derived parameters of cross-
section per unit area or cross-section per sine of the angle of incidence.

We consider the two cases:

(i) Stationary aerial looking at a uinale resolution cell where the clutter ech- fluctuates as a
function of time.

(ii) otatinrg aerial inducing fluctuations in the clutter signal by reason of its rotation.

1.2 The clutter signal is sampled at the output of the log receiver at the radar prf or iome sub-
multiple of it with a narroy strobe which holds the amplitude level for one recirrence period during
which time t1u. level is digitized into one of 128 levels mid printed out on 7 hole paper tape. This
data tape is used in conjunction with prograses written for the R.R.E. digital computer to produce the
required characteristics.

The clutter cross-section is calculated from the digitized amplitude as follows. From the radar
equation we con write, if we use the same radar to look at all targets,

! where
i oI1 is the c',utser cross-section,

o2 is the cross-section of some standard target such as a sphere,

i 11, R2 are the ranges of the targets,

SC~2' C1 are the aeril1 gains at the appropriate elevations.

t iWe may rewrIte P'/'2 in trm~s of the squares o.f the equivalent voltages Vl, v2 and taking

logaritiins on both sides of equationo 1, we have:

441
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The digitized voltage level v is related to v by the log receiver characteristic

y - const. loglo (const. v)

- c lOgiO v + const .............. (3)

where c is the slope of the receiver characteristic.

Substituting equation (3) into equation (2) we have:

+81 40 " , o 681o - 2 1. glO .............. (4
0110 0 ogi al-70Y - Y2) 40 Rg0(~ 2 ~ l ~G 

(4

Ot

c (dB) - (Y1 - Y2 ) + 40 lOl0 Rl)+ 20 lOglo ('2') + 10 1og10 C2 .............. (5)

where we have expressed oal the cross-section of the clutter area of interest in terms of a known cross-

section, that of a sphere. 02 and a umber of measurable parameters. c is then given in dB w.r.t. I a2

2. INSTR•E•NTATION

2.1 Data logging equipment (Fig. 1)

'targets within defined bearings and ranes are sampled with a 0.1 isec. strobe, which is positioned
with a range gate, at the p.r.f. or some sub-multiple of it. The held output is digitized in an

*, analogue-to-digital converter and, depending on the sampling frequency, is punched out on paper tape
directly or stored in a buffer store during the collection of data and then punched out.

The data tape is headed with information, eithir set up on a keyboard or from certain recorded
functions, relevazt to the experiment - data, time. p.r.f., range, attenuation, etc.

All the circrits were designed using TrL integrated circuits and mounted on printed boards; each

board is desigued to perform a specific function.

2.2 Calibration

To calculate a from equation 5 we need to know the radar cross-section of the standa.d target, a
metal sphere, its range and digitized level Y2 " the slope of the overall receiver characteristic and the

aerial gain in the direction of the sphere.

A metal sphere of dimweter I ft. is used as the reference target with a radar cross-section equal
to its projected area. It is suspended 10 ft. below a hydrogen filled balloon tethered 1.000 ft. above
"the ground so that it lies in the centre of the baea. The site chosen, 17 n.m. from the radar, lies in
the shadow of * hill to remove the possibility of ground clutter returns from the sam range and also
lies on the bearing of a prominent permanent echo for identification purposes. 1easureamet of the sphere
echo using a fixed aerial gave agreement to within 1 dB of the calculated return using the radar
equation And measured figures for losses in the waveguide feeds.

The aerial gain, GC, when looking at the sphere, is the centre of the beam gain. The convention

adopted when locking at ground clutter is to use the one way 3 dB beswdidth gain for G,. and add 1.6 dB

for everaging a'ross the beam. The term 20 loglo 2 in equa-ion 5 then becomes (6 + I,•,) dD.

Befoze each experiment the receiver noise figure is measured and the receiver characteristic is
checked for linearity, gradient and intercept using an S-band signal ganeratoz.

3. GROWU CLUTTER ASURIWNTS

Because ot the proximity of the Malvern Hills and the town of Malvern to the west of the radar
site, the transmitter is only switched on during the N-E-S sector. Starting from the north the area of
ground clutter returns is bounded by the Cleat Hills 1600 ft.), the Lickeys (600 ft.), the high ground
(200 ft.) running down towards Eveshat ending at Wood Norton, and then south of Evesham, Bradon P.ll
(800 it.) and the Cotsvolds (800 ft.), a boundary of between 15 and 20 ra from .!Alvarn. Contasied within
this boundary is typical English rural country - farms with barns and silas hedgea, snell voods, hills
both wooded and bare, townt and the ever present pylons.
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The- radar, a -1 .cm .rve!_ell.nce .et (aea Appandix fat parameters), is sited t the foot of the
Halvern Hill*; the aerial is 50 ft. above ground level at the site which in 200 ft. above ses level.

3.i uross-section map giving median valwc a,-d ..... f . ... ..... cc!!

Operating the radar with a reduced p.r.f. of 63 pps and a rotational speed of 5.26 r.p.m. one
pulse per beawidth (0.50) is transmitted over an arc of 900 at constant range. The area to be mapped
is defined by 'start' and 'stop' bearing gates and by an adjustable range gate. At a selected rangeS~we record •he data from 31 revolutions of the aerial, i~e. 3-1 amplitudes frcm each resolution cell in t~he

arc. We order these values in a digital computer to obtain the median value and interquartile range for
the cross-section for each resolution cell. The measurements are repeated at different ranges spaced
Sby the pulse length.

The constanuy of thA aerial rotation rate was measured by co~nting the number of pulses received
over the measurement a.:. for e nwaber uf revolutions and was good to one pulse interval (16 m.eec.).

Table 1 shows the median and interquartile range for cross-sc-tiane of redolurion cells in &a arc
of 7.°5 containing the sphere bearing (section 2.2). The echo from tne sphere appears at 5.0 and 5.5
degrees with very little fluctuation. At this range there is vwry little ground clutter.

Table I

Angle 0 0.5 1,0 1.5 2.0 2.5 3.,) 3.5 4.0 4.5 5.0 j.5 6.0 6.5 7.0 7.5
(degree)

Median n U n n -45 -42 -42 -46 n -40 -19 -14 -31 -40 -37 r.
W(dl)

Interquartile 9 19 3 2 4 2 1 5 4 2
range (dB)

All median measuraments quoted in d3 with respect to I a2 n indicates that the median value is
below a noive threshold set so that there is a 10% probability of exceeding it. At the Cange ot the
sphere this is equivalent to -48 dB.

A part of the general map is shown in Fig. 2, where the first ;gur r in eath colum is the median

value of the cross-section in d5 -. th respect to I a and the second figure is the interq,-artile r"age
in d3. This section covers c wo•¢d hill with some buildings and a microwave link on top of the hill.The buildivgs are easily identified by the absence of fluctuations in the resolution cell giving a zeroor very low iaterquattile range.

3.2 Probability diszributions

A•thugh clutter crosa-sec•ion maps a-e of general interest in h'-hligtting strong echoes in the
area of interest and their fluctuations, it is of more interest to the radar designer to know the
probability of clutter signals exceeding certain values over the area cf surveillance wben using the
radar operationally. More specifically, Le needs to know the probabi.ity distri.bution .4z &i clucter
cross-section -n the area, the reliance- he can place on this distribution under different seasonal
',eather and polarization changes, the variation with pulse length and is there a mathematical model

3 that will allow hiz to represent clutter behaviour analytically. We have made 4 nwmber of messuremants
on elutter echoes in an atteapt to answer these quistions.

We operate the radar in its normal mode of a p.r.f. of 252 pps, a 4 r.p.m. rotational rate and a

pl~se length of 5 usec. Clutter signals at a constant range are recorded on paper tape over an arc of
2000 defined by two bearing gates. Py changing the range the procedure may be repeated untiL the area of
intarest has bean surveyed. Probability distributions are computed using the R.R.E. digital computer.
mAy probability distribucion so computed is only strictly valid for the particular radar, terrain end
wether conditions existing at the titie of ueasurqmtt

3.2.1 Probability distributions as a function of tim

Using tha abovc procedure we twvo rccordod probability distributions for two different ranges over
a period of several months under different seasonal and weather conditions. The distributions and daten
are shown in Figs. 3, 4 and 5.

STIn each case the slope of the distribution remains roush;y the same while the intercept on the
cross-section axis saric.. The maxiia shift at the .25 probability point is of the order of S dB for
both ranges with a maximm shift of 3 d9 occurring on adjacent days. Measuremants spaced by thirty
minute over a period of several hours have shown a n=xium spread af 1.5 dB vnich is the resolution of
the distribution. The same spread was nbtained by varying the range at whic'i the measurement is made by
+ 0.3 =a.

A attempt to find a correlation between the variation it% the distribution curves and meteor-
ological conditions existing at the tiic of the measurement has failed. Similarly there appears to be no
seasonal variation in the distribution. This series of teasureents will continue for another twelve
months.



2-4

3.2.2 Probability distributions as a function of pulse length

The above meas'ir-.ments were repeated with a pulse length of O.a usec. (., reduction of ten in pulse
length). The resui. g prolbability distributions for the same ranges for both pulse lengths are shown in
Figs. 6 and 7. it is seen that the distribuciuns are similar in shape and gradient but are displaced
from one another at the 0.25 probability point by 22 d5 at 17.4 nm and 18 dB at 15.2 tun.

In order to develop mathematical models of clutter distributions it is usual to make certain
simplifying assumptions about the nature of ground clutter.

We note first of all that the distributions for ground clutter may be approximated by a lognornal
distribution with a standard deviation of 25 dE. This figure is supported by ground clutter area
measurements reported in 3.2.4 below. We now assume that each resolution cell contains a large number of
independent scatterers uniformly distributed throughout the cell and that the resultant vector from each
cell varies in such a manrer that the cross-section distribution is log normal with a standard deviation
of 25 dB. fig. 8 curve 1. A reduction of ten in the pulse length reduces the rcsolution cell area by ten
and all the echoing areas are reduced by 10 dB, curve 2. We now make the assumption that the larger
reaolution ýell contains only one scattering element and that once again the distribution is log nor'al.
If the pulse length is now reduced by a factor of ten, the probability of a given echoing area is reduced
by a factor of ten, curve 3. The difference between the curves is 1.0 dB at the 0.05 probability point and
25 4B at the 0.01 point.

In general ground clutter -ill lie between the two ex~reme casee with fields or largu woods
approximating to the first case and buildings or farm silos to the second casb. The observed difference
in the distributions. 20 dB, lies between the curves 2 and 3 supporting this view.

3.2.3 Probability distribution as a funcrion of polarization

The use of circular polarization as a means of ressoving precipitation echoes from the display is
fairly common, It is of interest to know the extent of the cancellation, if any, of ground clutter
echoes. Fig. 9 shows the distributions when vertically awl circularly polarized radiation are trans-
dtted and received over an area of ground clutter exteniing from 8 to 17 mm over an arc of 1970. The
circularly polarized' returns are 3 dB lower than the 'linear' ratearns.

Long2 gives an expression for the radar cross-section a11 when tranmittin and receiving circularly
polarized radiation

0 %T 0V

11 4 4 V-H

where oci, VV are the cross-sections for linearly polarized radiation and- ov is the cross-polarization

cross-sectior for the case of vegetation where the elements in the scattering matrix may be assumed to
be statistically independent.

Long, qitoting Cembell 3 , says aHH and aW are on average equal at X-band and the ratio WV/OaV is

betwe4a 3 and 10 dB. If we apply these results to the above expression ye have a 1 -- or a 3 dB

difference as computed. We interpret this to mean that the sme ground echoes on average will be
obtained when transmitting and receiving with either linear polarization and that there it very little
cross-polarization.

3.2.4 Probability distribution over the total area surveyed

Figs. 10, 1. show the probability distribution of echoing areas for the area of interest. It should
be emphssised that the echo cros- sections are not normalized to unit %raa or corrected for elevation
angle. Fig. 10 covers an area defined by 5 to 20 mile ranae rings and 3540 - 1970 bearing gates. Records
were taken at L mile intervals withi a 5 usec. pulse on 8.8.69. The curve is linear out to the 52
probobility poin: vith a standard deviation for the distribution of 27 dB. Below the 5% point the curve

falls off wre rapidly until the probability of€ exceeding 37 dB w.r.t. I m2 is 0.32. On the 29.9.69 the
measurements were repeated over a smaller ,ector of 450 - 1350 and a range interval frow 7.5 - is = at
0.5 mile intervals, again with a 5 ,sec. pulae. Fig. 11 shows the resulting distribution wbich hs a
standard deviation of 25 dA. The two curves are almost identical in shape.

When comparing the ground clutter from various sites we must remember that the spaticil clutter

distribution is unlikely to be the saes. We therefore select a threshold of 0.1 a that removes the weaker
and less important echoes and compute the probability distributions for cross-sections greater than tbis
threshold. The new distribution, shown in Fig. 12, has a standard deviation of 17 dl compared vith 25 dB
before applying a threshold.

4.. RAIN CL2ITER MEASURE?%=

4.1 Probability distrýbutions

Fig. 13 shows a number of experimentally determined probability density distributions of rain
echoes. Eaih distribution is computed from consecutive returns from a single rosolution cell (5 psec.
long) seen uith 4 fixed aerial and rangu gate. The sadpling frequency is 252 pps. If wa assume the cell
to be filled with a large number of independent scatterers of roujhly equal stattering cross-section then
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it can be shown that the nrobahL. av distribution is a PAvleieh distribution which transforms to a lo_
Rayle~gh di3tribution for'our processing equipment. Ihe log Rayleigh distribution is shown as the full
curve in Fig. 13. It is seen that the oxperimental points are a reasonable fit to it,

Similar measurements were made with a 0.5 Psec. length pulse and a conparison made between the
probability distributions for the two pulse lengths. The distributions are shown in Fig. 14. We see
tdat compared with the predicted 10 dB for a 10:1 charge in pulse length and hence resolution cell volume
we have t mean value of 11.7 dB with a spread of + 1 dB.

An attempt was made to check the meesured cross-sections against calculations based on the rain-
fall rate. This failed, probably because the rain gauge war not recording the rainfall seen ly the
radar. Attempts to repeat these measurements have been hampered by the lack of rain in England this
summier!

4.2 Cancellation oZ rain echoes with circularly polarized radiation

Measurements wer2 made on the degree of cancellation obtained with circularly polarized radiation
compared with vertically linear polarized radiation. The polarizer was of the conventional three layer
wire grid type. In all the measurements, the median value of the distribution obtained was used as the
average figure. Fig. 15 shot-s a graph of cancellation (dB) against scattering cross-section in dh w.r.t.

1 a2 for a constant volume resolution cell. For compariscn is shown the cancellation of 24 dB obtained
with a metal sphere suspended in the centre of the radar beam. Examination of the rain echo cancellation
gives a median value of 20.7 dB for all results with an in-erquartile range of 2.1 dB. Attcmpts to
correlate the poorer cancellation figures at higher cross-section values with unusual weather features
have failed.

S. CLEAR AIR TURBU.ENCE

Fig. 16 shows a photograph of a PPI display taken on the afternoon of Sept. 9th, 1968. The inner
20 = (the range rings are spaced by 10 na) is predominantly ground clutter Lut from twenty to thirty
miles we see a number of parallel streaks spaced by some 2.5 ra and merging into noise around 33 to
which implies they are running out of the bottom of the be= at a height not less than 1,000 ft.

On this particular day ten hours of sunshine was recorded with no perceptible cloud. The wind
at ground level was 15 knot• from a bearing of 1600t parallel to the streaks. A slight inversion was
reported between 3,000 and 4,000 ft. capping a layer of clear air convection from the ground

We suggest that the rising air trapped uader the inversion layer produces a humidity gradient
which results in refractive index inhomogencities at the inversion layer. The echoes are obtain-A by
scattering from these inhomogeneities.

6. AIICELS

A series of measureents have baen made on angel activity durinn the height c-f the bird migration
seasons in England. As deseribed in 3.2 we computed probability distributions for angel cross-sections
over an are of 900 at a gange hbosen to be free of ground clutter. Observations made during the Spring
migration in 1969 produced & log normal probability distribution with a mean at 140 ca 2 and a standard

deviation of 7 diB. This may be contrasted with a mean figure of 9 cm 2 for one night the previous Autumn.
Whather the difference is due to amall and large birdZ or small birds widely spaced and small birds
closely spaced in flight is not easy to infer and we do not propose to do so.

Using the technique outliced in 3.1 the angel activity was monitored over a period of several hours
from 19.40 BST to 01.10 BST one night - most migratinS movement* take pirce at night. At 19.40 the median

value of the dwttibuthon was 10 cm2 with 702 of the observed resolution cells containing signals greater
than noise peaks with & .012 probabili.y of occurrence. This noise level has an equivalent cross-section

of 2.5 ca2. By 23.10 the sedian value had fallen to 3.5 cm2 with 55% of the cells above noise.

7. G?4= CLUTTER MODEL

One of the difficulties .n constructing a model ef ground clutter is that large scale features of
the terrain such as mountairs, sma made objects, etc., which produce the low frequency fluctuations,
vary so much vitb different radar aites. We attempt to remove these variations from site to site by
subtracting out an 'average' signal and exsaining the probability distribution of the deviation frcm the
average signal, nmely the higher frequency component which is of importance in M.T.I. design. We d2
this by taking the difference betwien the instantaneous signal and running mean of twenty-seven consecutive
signals - equivalent to five besmvidthe - using the experimental observations and compating the probability
distribution of those fluctuations whenever the running mean is greater than noise. Fig. 17 s:ows the
resulting distribution. The di3tribution is log normal with a standard deviation of six decibels.

We propose the following model to describe the fluctuation signal. The clutter signal is assumed
to arise from a unmber of uniformly distributed scattering centres. The signal for eAch scattering
centre is taken from a population vhich has a log normal probability distribution of power and random
phase. The vector sm of n signals gives the resultant for each resolution cell. As the aerial, with
a rectangular polar diagram, scans across the clutter area so scatterers are discarded and new scatterers
added to the illuminated area, When 8 standard deviation of 6.9 d3 is assigned to the scattering centre
power distribution, the cosputed probability distribution for 1,000 signals is as shown in Fig. 18. The
staaderd deviation is 5.2 di and we compere it with the computed distribution based on experimental
masurements made at Malvern. The line is the log normai curve with a standard deviation of 5.2 dB.
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The very hood agroeement bflwcen the curves irdicates that the model is a valid one. Fig. 19 is a graph
of the standard deviation of the cesultant sigi%31 distribution as a function of the standard deviation of
the original distribution aind the nxumber of sumxh~tions in each resolution cell.

We now apply this oodel to predict the probability distribution of clutter with pulse lengths
differing by -. factor of ten. The scatterers distribution has a standard deviation of 12 In and there
are 12 scatterers per resolution cell and four pulses per bearmwdth. Uting Fig. 19 the standard
deviation of the resultant Idstribution is 6 dB. By reducing the number of scattezers to 1.2 the
resultant standard deviation is increased to 9 dB. Fig. 20 shows curves cocputea from measurements made
at Malvern with 5 uset. and 0.5 4sec. pulse lengths. The standard deviations are the same as those
obtaited from tho clutter model above..

The pcoposedl wodel shows considerable promise in predicting the behaviour of fluctuating clutter
signals. 4ore work will have to be done in extending the model to deal with clutter signals at a number
of difflerent sites to ensure its generality.

8. C011CLIONS104

Ex-lund clutter echoes seen. with a grazinp incidence 10 k~. radar have been measured and shown to
-have a 1q., normal probability distribution. The variation of the probability distribution as it function

of tine. *ilue lentth and polarization has beea examined with the following conclusions:-

(i) Time

The variation of the probability distribution shows itself in a constant slope for the
curaslative curve, that is, a constant standard deviation, andl a shifting intercept with a maxifa
spread of 5 dB. An &ttempt to find a cozrelation with seeteorologica) conditions and seasonal
variation hav failed.

(ii) Pulse length

A change of 10:1 in pulse length products a 20 d3 reduction in the clutter cross-section at
the 0.25 probability point. By moving to shorter pulse lengiths a considerable reduction in
clutter signal strength is achieved.

(iii) Polarization

The same echoes on average are obtained when transmitting and receiving with any plane of
linear polarization. There is very little cross-polarization.

Measuremets on rain have suppowted the theoretical predictions of a log Rayleigh distribution for
the signals from a resolution cell as a function of time &An a signal strength-reduction in tbe: ratio of
the ;ul6e leugtha. For a 10:1 reduction in pulse length a 11.7 + 1 dB reduction in signal strangth.

An outline of a possible ground clutter model which removes the terrain variations and models the
higher frequency c~omponents of the signal1 is given. Measurements with different pulse lengths are
coweared with the predictions o! the model and good agreement has beou obtained.

1. Seckman, F. "Probability in Commnication Engimeering" Harcourt., Brace aod World Inc, Noew York.
1967.

*2. Long, M.W. "Backscattering for circular polarization" Electronic Lstters, Sept., 1966.

3. Cambell, J.P. "Backscattering characteristica of land and asea at X-band" Transactions of the
Symposium on Waar Retuzrns, University of Noew Mexico, llth/12th May, 1959.

Contributed by pers~issioe of the Director R.I.E. Copyriebt Controller U.B.N.S.0.
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APPENDIX

aadar p~qsed, s-rveIltance

Operating frequency 10 cm.

Prf 252 ppe

Pulse length 5 usec.

Plane of polarization eiertical

Aerial rotation rate 4 rpm (normal)

Receiver I.F. bandwidth 200 kHz

Video receiver logarithmic

3 dS Beanvidth, azimuthal 0.5°

elevation 10

Centre of bean + 0.50

Detector envelope

No integration

i.
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Fig. 15 Cross-section of rain~ versus cancellation witi, circular polarization

Fig. 16 P.P.I. photograph of clear air turbuleitce
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j N~~MEHOiDS AND INS1TRUMNWATION FOR ASES~T OF
TLE SPECTRAL PROMTIES OF RADAR CLUTTE

qT. KM Ptar
Systems Resevrch Division

Kathematical Consultant and Coaputing Group
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SUMMXARY

A knowledge of the frequency spectra if rmdar clutter is essential fe- the design of n-,w radar
systems and the ansessment of the perfo.mance of existing Moving Target Indicators (XTI). This paper cot-
bists of two parts:

1. the theoretical prediotion of the spectral parameters of rain clouds;
2. the instrumentation for meazurement of clutter spectra.

In the first part, a new model for calculation of the mean doppler speed ao'd the standard deviation
of the velocity spectrum of rain cloud& is described. These values are computed aq a function of different
parameters using numerous -easured wind profilee. Their statistical evaluation is followed by a comparison
of our model with the line.r wind sheer vodel.

In the second part, equipment for the measurement of the fine structure of radar doppler spectra
ia described. Some spectra, obtained with the help of a F&at Fourier Transform and sample weighting, are
shown as well.

1. INTRODUCTION

If frequency discrimination techniques are used, the ability of an ItTI radar system to reject un-
wanted clutter signals dependd to a large extent on the short-term power spectrum of the clutter. For both
the design of new radar systems and the evaluation of existing ones, *he availability of a ccmplete "clutter
spectrum catalogue" would be highly appreciated. Already in 1949 Barlow (Ref. 1) reports Gaussian power
spectra for different kirds of clutter, characterized by experim6ntally determined coefficients. These
results, which are quoted in a current text bock on radar (Skolnik, Ref. 2) seem to be used frequently in
MTI design and evaluation.

Since in the meantime considerable progress has been made in signal processing techniques as well
ab in the design of appropriste analysis equipment, new efforts are being made to obtain short-term power
spectra for radar clutter (see for instance Ref. 3 and Ref. 4).

However, the establishmont of a "clutter ntrum catalogueO has of neceasitý to be based on
numerous observationx. On the one hand it is diff. it to find a clutter etvironmeut or situation which
could be called "typical", while on the other most af the me~surements obtained .ill depend on the actual
meteorological conditions obtaining at the tise. In many cases, therefore, the atatistical evaluation of
individual measurements could lead to meaningful results.

koreover, since clutter spectra probably vary according to the frequency, pnlarization and confi-
guration of the radar, the analyot is faced with a large number of different paramaters. Owing to these
further complications, a joint effort on the part of several organizations is required, in order to obtain
a universal answer to the problem.

In the first part of thic paper we have described a theoretical stady of the cpectral properties
of rain clouds, in which moasured wind data are used to calculate the parameters of interest.

In the second part, we gi•e the description of a piece of equipment which we designed, for the
measurement of short-term doppler spectra in respect of clutter or useful signals, with a high frequency
resolution and dynamics.

2. PART i - THE TUEM .UCAL PREDICTION OF TIM SPECTRAL PARAN-KI S OF RAIN CP1D ECHOES

In order to calculate the spread of the velooi^.y spectrum of rain clouds Nathansor and Reilly
%Re. - & 6) co~asiderod, it a recent paper, four different effects. For reaso-s 9f statiatical inde-
pendence, the variance of the resuAlting spectrum may be vrittten

o2 02 2 +2 a2
"- %hear + 'beam +tv.u'b + fall
2

The terms 2 represent the contributions from wind shear, beam broadening, turbulencs and Iral

velocity, respectively.

Nathanson and Reilly show that for ground-basod surveillance radars, only wi shear a an turbulence
have to be considered. The term aturb is found to be Independent of range and equal to approx. 1 a/sec.

In their study the *tandard deviation of the speotrm, due to wind shear and rtpreseoed a. 3e,12
was calculated for a Gaussian antena beam using linear wind shear =odel.
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These aseumptio.,o - vi". relativ,tly s8imple formulae - lead to O Lur,.-values in erceuu of 1 -/sec for ranges

from thc rtwar from 1.. kllomet:eu uD to some one hundredi kilometrou danendian on the wind nhaar inndinnt
and the heignt of the upper 91oud colxlng.

Although the Avorego wind shnar gradient used in these calculationn waa derived frcm balloon
tracking aaalure-ento :.t White Sands, N.o Mexico, we felt that the use of individual wind prr'ilcs for
calculation of the spectral pararttern, followed by a statistical evaluation of the results, would give
more generally reliable values i..d Rhow up seasonal variations, ao well an the d.ýgree of dependence on the
d.rection of the radar t-eam.

Moreover since the approximation in respect of the wind p:ofile, which was obtained by means of a
linear function is ;nly valid for the lower levels up to the he-.•ht of the jot stream, clouds with upper
ceiligs a& I-igh as 13 kilometren (Ref. 7), could not be taken in%. %ozount 1:, the linear model.

In order to obtain representative results for European condxtions, we decided to use wind profiles
recorded in VierJna (Ref. 3), the3e being typical for Central Eu±rope, at least a& far as the higher layers
which interest us moLt (Ref. 9) are ooncerned.

2.1 XODflU DESCRIPTIOX

The ba•ic formula for the received power of a clutter signal ffom a unit volute is:

F • f,(,f)2 -f2(O) 2
2 2

R range in beam direction, km

vertical angle from central line of beam, radians

fl(q) w vertical one-way antenna gain function

a - horizontal angle from central line of beam, radiano

f 2 (8) - horizcntal one-way antenna gain function

?I - constant, representing a set of parameters zelated to the antenna and t0 the reflecting
0 medium.

The actual value of Ps does not need to !e determined, since it will be canctriled out in the final
0

expression for the standard deviation.

The power received frow the volume element deecribed when thr plane figure dS in Fig. 1 is moved
do will be:

dp L f ((P)2 (aG)2  'A.R *do
a4 1R

-3 fp( 9 )2 , f 2 (S6) . dS. do

If vY is the wind speed in the beam direction we obtsin (by multiprying dP by v and v 2) an in-
finitesimal tontribution to the first and second moment, respectively, fromn the receiveA power relative
to the wirA speed.

Let X. denote to t first ani2 N the aecond moeOnt and let P be replaced by N0o, We then have the

following formula:
P#

d.4 f•) 2 , f2o~ dS. •e0 0 •-, 1, 2

Fe- the cloud reg.on C, the respective moments wrill be

K4  2v.--. (l . f 2 () dS. d; .. O, 1, 2 (1)

C R;
nd 0, the standard deeiation from the mean relative to the wind speed, in obtained from the equation:

X2 1 2 X1)

1he wind conditions 4t any given point are given by the absolute wind speed and the •inectton r5-
lative to tbe meridian. The model 5555ess no vertical wine comonent and no alterations in U. wind vector
in the horizontal plane. For a given dirvation of th, antenna beam, '11 then oe the s-Alar produc of
the wind vector a"d a unit vector parallel• to the beam.

From Fig. 2 we @et that the angle 0 varies wiih the range. Thui- mews that ve Will be a function,
not only of the beam direction and the heightp but also of the range.
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e h- - *2 1 -1 -2 . ..-- .--

angle3. This means that f 2(1) is equal to 0, outside the interval <-8, 02>.

The model asuunes this interval tobe W o small thatv0 - v for -0 < 6 < e whore v is the wind

speed for r - 0. te urthermore, it b ae mes that the oloud region C, always includes the integratiosi pathfrom -0, to 62, Hence (1) can be rearranged as follows:

82,44.f f v' I,,,) .d O f f1(0)2 .d8
s P -01

where S is the iattorsection between the cloud reg:on and a vertical plane thresgh the antenna position.

6,

Now, since Pat f f 2 (6). dG io independent of i (as well as of height and range) it will be

cancelled out in the expression for 0. if we then represent this constant by P0 &an further replace
f 1 (9 ) by f(qy), we have:

Hi vPof 1J _ f(19 )2 . (2)

3S 1
where:

~82Po Po f f2 •.(0)2 . d
S~-e

Since the integral (2) has to be determined numerically, it was foand most convenient to express
R , ; and dS as functions of the height H, together with the range along the earth's surface, R. Wei led

to the following expressions:

R 9 /H2 , jt2 . (I ,HA

if WU..W- Te
S •- (I + HlA) . d,,0

where:
S- apparent earth radio& (- 6310 kin)

W R /-- [(.2 A)•

9el - angle of elevation
R0 - R--•R 3 /(2. A)2j

The integral (2) over the area determined by the ranges R and R2 , the heights h and H, and the
tageant line tbro-gh the antenna position on Fig. 3, will then bel

".i - pf f vO(R, H)i *R ( RtH) H)12 . (2 H/A).
h R1

where the variables R and H are added to the function names to clarify the dependency.

For 1? < Ht (see Fig. 3)

sndforH Rt atH) - 2 .H *A (1-I -, and for H af Ht
Rt(E) R2

TI the antenna beam is ef specifically gaussian shape, Z'y) may be set equal to:

to -
whore:

CA 0.297 4PA
-Pi vertical onoway antatna beam width (radiats)

In our wind shear model we assme that the clouds under consideration are homogeneoun and that no
attenuation of the radar wave takes place within the area of interest to us, while in eddition the thickness
and height of the clouds *sat be defined in accordance with the cload situation with which the investwgation
is linked.
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A C0%p1tr p±OgrlaurOe naee on -niq moiei nad 'ean daveioped. !"ne ooilcwing casa may be enployeid
as input da•a fýe. the computer prograsne:

a. the tabulated w:nd data;
b. the vertical bean width;
c. the anglo of eievation of the b1ea;
d. the upper &rd lower cloud -eilings;
e. the upper and lower radar range.

The vertical antenna gain function can be represented, as en elementary funotion& or as a nuserical
table.

The mean value of the velocity speotrum, v , which is obtained as a by-product of the calculation

of the standard deviation, is printed out &a well.

2.2 1UMULTS

In order to obtain statistical information wMth regard to the standard deviation and the mean value
of the velocity Sopeutrum. we calculated the oorresporning a and v values, &a a function of range and bean
direction, for the while of the year 1956, using two wind profile measurements per day (Ref. 8). The con-
tribution of turbulence to the secptra musot be added, of course, to the final reault of our study. Our
calculations are for AR - R2 - R1 - I km.

In the first "ase reported here, the eloud layer chosen was from four to eight kms in height. The
calculation rebates to a S'amsian vertical antenna beat (30 hialf pob.vr one-way antenna bean width, angle of
elevation, 1.5 ), the resulting a and v values being grouped into two monthly periods which were subse-
quently averaged. The resUlt. are shown in Figurea 4, 5, 6 and 7. In Fig. 4 the standard deviation, 3, for
the velocity spectrum, ia calculated on the basis of approx. 120 values eachi it is given as #L function of
the season, for a radar range of R - 100 ka. The four different lines represent four different team
directions, spaced at 45 degrees. It should be noted that the 5-values for opposite beam directions are
euuivalent, and therefore not represented oa the figure. Owing to the fact that the wind vwtor changes
direction in accordance with its hei0t, onl small differences in c-values for different beam directions
are observed. In g-. 5 we have plotted the L-values for more thmn one radar razge. In order to simplify
"the graph, the spread for different beam directions is indicatel by the limit sign, i.e., all the Zý-values
for the different beam direction& are to be found within the limits indicated. Depending on the indication
obtained fros the linear wind shear model, a increases as a function of R and reaches a saturation point
which in its turn in dependent on the level of the upper oloud ceiling. As a result of truncation of the
antenna beass, t0 o-valuex approach zero in the case of extreme distan-es from the radar. The absolute
values obtained will later be compared with those derived from the linear model. Fig. 5 shows a considerable
change in -_-values from Jan.-Fetbr. 6o A-.4.uns. This is probably due to '-e fact that, in Central FD-ope,
the westerly winds are generally less strong in springtime.

In Figures 6 and 7, for Jan.-Febr. and Xay-June resoectively, the mean wind spsod in the beam
direction is given as a fuinction of azimutr angles for three different radar ranges. The graphs show that
the m*e velocity is higher in winter and that the mean wind direction seen by the radar, changes from
WW in winter to W in the spring.

To obtain Fig. 8, we used a cosecant antenna beam (approx. 5 degrees one-way hbalf ower beam width,
2 deogreeo angle of elevation) and left the remaining parameters unchanged. Whereas the gonaral behaviour
of the 5-values vis-v-YA& the seasonal ones remains the same, an increase in the absolute value and a de-
crease of the rance 6ependence factor are noted.

Our statistics for the o--ralues show that %Ley represent a confidence level of approx. 60%.

A. far as the linear shap-, o the individual wind shear veloi•ty spectrum is concerned, we fou-d
that it is not Gaussian. At a tam width aid elevation of 3 degraes hoeve.ei we found that more than 70% of
the total power was concentrated at the mean velocity v within the interval <v - c, v + 0>. Two of the
line shapes we calculsted are shown ex Fig. 9. It should be noted thtt in reality these lines will be
modulated by the turtulence offent.

2.3 COMPARMIN WII T•U• LINE'a XODEL

If we use (in our motel) a linear wind profile instead of a measured profile we obtain the same
a-valtea as those obtained wi.th the help of the Nathanson and Reilly model. The use of measured wind pro-
files, however, loads to appreciably different results. These differences *.ve shown in rig. 10, %hore a
is plotted as a range function for the linear model (wind shear gradient K - 5.7 /fseo.km (see Ref. 5))
and the o-values for our model. ixcept in the case of the wind profiles, mo other parameters have been
changed.

2.4 CONCLUSION

In this part of the paper we haew shown how our wind shear mcdel is used to obtain statistical
inforsatian concerning the parameters of rain o*oud spectra. These parametere depend largely on the radar
anenna configuration. Whoreaa the msan velocity v osen by tha radar varies as a function of asimath
direction, the standard ,evAation 5 of the velocity spectrum can be considered as being insdopdent of it.
For a particular seasco and a given radar range the study shows that in order to achie reasmoable can-
cellation factors for rain cloudn, an Qizmi h dependent velocity cocpensation is necessary, while a varia-
tion of the form of the pass band of the ITI filter is not needed.
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3- P-ART t1 - INSThUKaETATIO PMH '11E KHASXi-.3Mt ;T CP CLUTITR SPECMA

3.1 DES'RIPfION

Since the entire clAtter spectrw s een by a cohorent impulse radar ia the result of convolution
of an ihdividual clutter s,)otrum, with the discrete spectrum of the transmitted pulse train, the clvtter
spectrum is accurately rep'roduced at every pulse repetition frequency line (prf lire), always provided
%hat the pulse ropetitiorn frequency is high enough io prevent overlapprig of the spectra. We therefore
decided to filter out a small frequency band of the spectrum, covering at least two pulse repetition fre-
quency lines. in praotis.e, a band of 3 kHz waz chosen, to allow for pulse repetition rrequencies of up %:
almost 3 kHz. In order to prevent duplication of the Doppler lines on either side of the prf lines, a
single side band filter is used in an intermediate frequency stage.

Figure 11 shows the block diagram of the system we designed for assessing the fine structure of
the short-time power spectra of pulse radar signals.

The intermediate frequency signal available at the output of tCe radar receiver is gated to select
%he sector and range ring of interest. 'rk.e gates are digitally .enerated, usirg the north marker, the
azimuth ohange pulses (ACP) and the rada-r trigger. The window is superimposed on the radar video signal
and thus appears on the PPI. Th@ gated 1P signal enters the down converter together with the COHO signal
and is coherently mixed down to zero frequency in several steps. Zie Pingle side band filter, which has
a bsnd width of 3 kHz, is used in a 100 kHz stage. The ban-d-limited low frequency signal at the output of
the doix converter can be monitored, recorded or analyzed in real time. Yn cases where no computing faci-
lity is available near the radar otatior, the signal is recorded on analogue tape. In the play back mode
the analogue signal is sampled at A rate of 6 kHz and converted froe analogue to difital format. The
digital word has a length of 10 bits, in order to guarantee dynamica of at least 60 dBo

The digit*l time domain sigwal is sent to a digital computer, where the calculation of its power
spectrum ia perfsrmed, using a Pant Fourier Transform (Fi?) method ( ,oef. 1o). Depending an whether the
signal being studied in continuous or not, 't is weighted prior to computation of the spectrum. In cases
where a "main,5" function !o used, the first side lobe of the spectral window is decreased to about 2X
of the saplitude of the main lobe (Ref. 0i).

The, caliulated power spectrum ij automatically plotted by the computer in accordance with the in-

structionb concerning the range of power and frequency axis.

3.2 P 0RFOARN E AND uIXITAT-0S

Figure 12 shcwa the spectrum of L pulbed 60 Yz signal, as recorded and anal':ed with the help of
our system. Mhe purlse lengtb was 10 /sec and the pulse repetition frequency 400 Hz. Since 4,096 samples
were used for the coaputation of thfi power spectrum. the effective record length of the analoare input
sipial was approx. 0.7 sec. The coefficients calculated are spaced at 1.4 Hz. The advantage of side lobe
nuppression, achieved by the nse of the weighting frnction, is paid for in the shape of a 2light degrada-
tion in frejuency resosution. In this e- Aple the resolution is in the order of 2 Hz, while the spectral
noise density is abcut 60 dB below the peaks of the prf lines. This relatively high dynamics factir is due
to the perforcance of the down converter, the input-output uharacteriettics of which are shown in Fig. 13.

Although the frequency resolution capability of the Four.er trsaform technique is vunlimited, there
is no requirement for a higher resolution than that corre-Dcnding to approximately the inverse of the
signal length. The useful rang., on the power density ax"a, aowever, should be as high as possible in order
to reveal the spectral content of the signal. To achieve this, the wo:,d length of th. digital samples had
to be high enough 'to reduce digital nolse, while the dynamic -an•e of the down converter must likewise be
adequate. Using a 10 bit A/D converter, ve obtain a range in spctrrl power density of about 50 dD for a
pulsed signal, with a duty cycle greater than coe thousand.

3.3 APPLIC&TION

The system described -bove s..'s been designed to measure the short-tern power spectra of clutter,
but ii can equally well be ut ed to per.-.rm measurements of target and transmitter spectra. In the latter
case, a sample of the transwitter pulse t,:- to be delayed by means of a delay line or, alternatively, the
reflection of a fixed targe. nas to be used, %.ways assuming tnat tne spectrum of such a target is ntrower
than that produced by the trinsmitter instabilixies under investigation.

Figur-es 14 and 15 rhow the r.pec"r of two different radar transmitters. For both opcctra an isolated
target ham been selected and the rnrge gale L.dth set -o 5a sec. Whereas the first spsctrum consists mainly
of prf-lines, the aecond shows a 9tong phase modulation of' approx. 50 Hz.

3.4 a.NCLUSIOP

Oing to the fact that the power spectrum measurement system described iu rlati-ely small and
thus tLansportable, it can easily be used for recordings of clutter spectra on different radar sites. The
addition of a small computer, together with optimization of the F." programme could allow real-time compu-
tation of the spectra and consequently make the system useful for the on-site evaluation of same.
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SOMEB MEASUEBOMNT UPF MWD AHIGMS
(PAMS AMUR TA1M'zS)
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E. FrostSW. 2. Vander N~ee.

Prort *ammouth, Sev Jersey, MA

SWARY

There have been inzy reports of unexplained tsrgets on radar displays. These targets have bWen
g'-4cn a variety of names, "radar angela", "dot angels", and clear air echoes, to n a fev. The density
of "re, ata .•l" echoes can often be high erough to caua serious interference to radar operation.

An investigation was conducted to determine som of the detailed characteristics of these echoes.
The Investigationl consisted of observation and a~nalysis .3f "'angel" echoes dete.cted en the "B" display ofa

16 ggahertz (GOr) radar and stathering of doppler frequency sigratures with e. 10 GHz coherent radar.

The results of the investigation show that nearly all the "angels" observed vere radar reflections
from birds and iLsectz. These results are consistent vith observattons of other investigators.

The conclusion drava from the investigation is that in the design o.' a seasitive radar, the problem
"of "sky clutter" caused by birds and insects must be considered. Due to its doppler frequency character-
isties, "sky clutter" presents a more difficult discrimination problem thin conventional "ground clutter."

1.1 Seasitive radars can detect many airborm targets =n an apparantly clear atmosphere. The majority
of these targets are birds and insects. Their density can be high eiough to cause serious degradation in
the performance of a radar. The problem of "sky clutter" caused by birds and insects must be considered
in the design of a seasitive radar.

2•. BOLM. O,.M DATA

2.1 In recent years, a nrcsber of imeetigators have attempted to discover the origin of "radar angels".
Nost have concluded that "angel" echoes are radar reumrns from birds and insects. Uimited data on radar

cross nection of some birds in flight were obtained by Konrsdl and -ddards2 . A summary of their results

is shown in Figure 1. In addition, Konrad3 has shown that the cross sections follow Ing normal statistics.
A log normal statistic is charcterized by a large dyntmic renge and variance. rose section data of
some insects ware neasured by Hajovsky'. His results, shown in F'igure 2, illustrate the spread of cross
section for various size insects at X.band frequencies. The subscripts refer to the orientation of polar-
ization with respect to the insect's body; L for .r~alle! and T for tr'nsverse to the body length. These
data Indicate that insect cross sections are sensitive to polarizatý n and that the polarization sensiti-
vity is more pronounced for greater body length to diameter rutios. .'onrad and GloverT have measured both
bird and insect cross sections at several wavelenhs. The e3ffect or welength is shov in Figur 3. The
plotted points represent averages for several types of both birds and insects and the spread about each
point -An easily exceed plus or zinus an order of magnitude. The slope of the insect curve for avelengths
greater than 20 centimeters Is not exact, but an upper bound of a )X- dependence has been have

2.2 Since the detection of targets by radar in a clutter environment normially ak-s use of the doppler
principle, the velocity chaxact-ristics of birds and insects are of interest. Figure 4 ;hown the recorded
flying speeds of some birds, as compiled by Houghton9. 1he range of v;eeds in most cases is broad.
Fowleil0 has verified that when the win speed is greater bban the insect's maximum air speed, the velocity

characteristics of the insect will be mainly controlled by the wind.

3. DISCUSSON• OF EM M CONUCE

3.1 Tb- basic ram• data for th investigation was obtained from observat!ý_-s and photz----mphs of the B-

scope display of a 16 gigahertz (G(z) radar set and doppler recordings from % !oberent 10 Guz radar set.
The B-scope display data vLI. be discussed first.

3.2 The series of photographs shown in Figure 5 were taken the evening of 10 September 1969 at Sandy
Book, Nev Jersey. The times listed below each photograph are in Local Daylight-Saving Time (LDT). The
radar set was capable of detecting a 10 aquare centimeter taxget at a range of 10 kilometers (WC). The B-
scope displays a 2V (40o mils) by 10 Yz sector and the elevation of the radar beam from horizontal is
about 3r (50 mils). The .equence of pictures Illuszrates an "angel" echo density versus time relationship
that wu observed rather consistently at several different locations. The large echoes beyond 2 Km in the
first photograph are from fixed ground tar-ets. They may be seen in the same location in each of the sub-
sequent photographs. The echo density Licrcases rapidiy between an hour and an hour end a half after sun-
set, peaks within the next two hours, and diminishes slowly for the rerainder of the evening. Such a
pattern correlates we.l vith known insect behaviov.

When the radar beam was elevated to 13! (200 mile), a marked decrease in the number of echoes be-
yond 2 Sm was observed indicating a discontinuity in "angel" .ensity gradient as a function of altitude.
The i.%oograph taken at 2100 hours shows vividly the degradation in operational capability that can result
because of "radar angels".

3.3 lten observing "angel" echoes on the B-ecope, notion was discernible and a rough displacement in
range and azimuth -with time could be measured. Mei effect was investigated in scme detail on 23 October

/'



'-9 at tl.%: Evwns lithoratory of Pirt M4onmouth, New Jersey. The azimuth of the rnetar bi-am vus adjusted un-Lm"uzp..J cchoes on rhr disjbay exnzbtgtd only range displacement. That azloaut~h was thenirve
referenice value -if zero. Multiple exposure photographs were produceA by taking 10 Euv,.cessive photographs
of ths. B-scupe on a aingle pbhtographic plate, eacp photograph being i secorris apart. A series of four
such con.1osite, phtographs, ihen4 -.h- azimuth of the radar was r 'ated LWO mils clockwise after each com-
posite photograph, is shown 'iFigure 6. The riinge at the bhase o.' the .hotograph is 4 Km and that of thebright horizontal line ip o k&-. Meawurements tilr t- velocity of oeveral of the echoes were made from thephotographs and Were found to corrf!uite well with wind data verifying th't results obtained by other inves-tigatorsllid2. However, not all tao-gets in the photographs ame so completely irnfluenced by the wind, as
car be seen by the target. truce belowv and ou the right hand side of the 6 Kai xvnge marker in the 1200 mil
azimuth photograph.

3.4 Doppler vecordings of "radar iigeoa were obtained by inatr~uenting a coheimnt 10 GHz radar, as
shown in Figure 7. The radar beum was hsM;. at. a constant azimuth and elevation angle. Using one of theoscilloscom channels as an A-scope display and the other to display the delayed trigger, targets were
selected for processing in the ibirnge 4'at, I Doppler Filter (ROD?) by observing the oscilloscope and adjust-
ing thle ;7j.i1= genorator delay, Proceusi~i the recorded doppler throuigh a low frequency analyzer produced
a hard copy doppler :reqxunn-t versus tinek a~ot: such as the one shown in Figure P. The abscissa represents
a 10 second doppler sample. '".e ordinite nre-/i!nents frequency; a scale is shoun on the r~ght. The hori-
zontal lirws at the bottom wen- genezated in "a- tape recorder and spectrum analyzer and are due to thefwidr.,nta.l and hax-monics of t~he prime power ource. Harmanics of the doppler s~gnal can be seen faintly
and were caused by over-driven amplIfier stages . n the ROD? on large amplitude peaks. The doppler signal

4 ~itself is seen to have an erratic variation of fir'quency with time. For the first two seconds o.' the sam-
ple, the spectrum exhlibts a pi:-iod broadening at an U-.4 ft rate. P. is felt that a doppler signature

* such as this cotild only be cauzed by something possessing self-locomotion. The target is probably a bird.

3.5 The doppler signature of Figure 9 shows two lines that are remarkably sinusoidal in shape if folding
about the zero frequency line is !siren into account . Such a signature Would result if two birds were to
fly at a constant still-Mir speed over a eircular path in a constant velocity wind having a component in
the direction of the radar. The sr.Aeing bet-ween similar peaks of the sinusoids is a measure of the separ-
ation between the two birds if they have the same flight path. It is believed- that this frequeney-time
plot is Indeed t~he doppler s~gnature of tu-o birds flying a L-, meter diameter circular path at ý:still-air
speed of T.5 meters/second. Their velocity relative to the ground is modified by a wi~nd that has a 3.7T
mater/second component In the direction of the redar. If their flight paths are approximatel th saethe birds are separated by r. T1! arc or an urc length of 16 meters. Figure 10 3hows; a -flock of between 15

* ~and 20 birds flying a circular path 35 meterz in diameter. The still-air speed of the birds is 9 meters/
becond, utich Is equal to the wind nomponient in the direction of the radar, as shown by the tangency of
the doppler signatures with the zero frequency line.

3.6 In Fig-ure U., the doppler signature spectrum age 'r. shows a periodic broadening. Here the rate is
about 12.5 HiZ. Thi spect~rum broadening has a duratioz, of about 1/2 to 1 second. Chengei in doppler fre-
quency ame the greatest during periods of spec4;ru bra 4doming. Tim. periods of narrow doppler spectrum
exhibit a drop in doppler frequency. This is utiquestinsably the doppler signature of a bird. An examina-
tion of the doppler signal wavef:-rm. Indicat~ed that the spectrumi broadening was d%-- to amplitude mrldulation
caused by the bird's wing mction. When the bird ceases to flap his wings and glides, wing modulation
ceases arnd the bird's velocity decreases due to drag, as indicrt*ed by th3 nega~tive slope of the doppler
signature. If tbe hidrd does not fly in a straight line, positive slopes of the doppler hignatuvG caL be
obtadined during periods of no wing motion.

3.7 Target signatures from wind borne objects r-xe vividly displayed in Figure 12 by- a 187 Hz band cen-
tered at 625 H--. Also sh~own are two birds whose wing beat rate is 8.8 Hz. The band structure and signal
intensity cf the wind borne target signatures indicates that the targets are large in niumber, sms.ll in
radar cross sect'or, az-A have som statistical, velocity distribution. Rain has similar characteristics ,with the exception that the radar cross si ttion Is larger. Figure 13 is a doppler signature for vina
blown rain. The figure represents a 20 second doppler sample; note the change in the frequency scale.
Rain data hove been gathered on teveral occasions arnd have consistently exhibited a double band structure.
The cause of such a structiL'e is not completely understood. B3ecause of- the two-band structure of rain,
one nay conclude that the wind blown targets of the previous figuzre are somthurg other than rain.

3.8 Another frequency-tine plot of birds and wind borne targets is shown in Figure 14. There is no
sign of a double band structur- in the signature. Figure 15 is a 20 second doppler sample where the fre-
quency scale has been. euxpanded. Several doppler signatures can clearly be seet) withiin the band around
300 He. These nignu~turves could be from birds, but the strong possibility exists that they are from large
insects, since the deppler frequency variations ame more erratic than any observed outside a band type of
signature. The remaining targets that contribute to the ba.-d doppler signature czould be smaill insects.

4. SUO.MAR

4 .1 In simorary, the data presenrted has shown thut radars having sufftcient sensitIvity to detect tar-
gets of fractIonal square centimeter radar cross sections can dttec'. birds arA insects. The operationalcapability of such redars can be se-erel~y impaired by the presence ar "radar angels". "Radar Pangels" Were
observed to be, wn the whole, wond correlated and to have density versus timae characteristics that corre-
late welln with known Insect and bird behavior. Analysis of the doppler signatures obtained led to the
conclusion that almiost all the observed 'radar angels were either birds or insects.

5. CONCUsI0INS

5.1. From the results obtained, It can be concludad that the design of sensitive radars must consider
teproblem of eliminatIng "sky clutter" caused by birdo. and, insects. 7n addit~ionj s-sear can be an eCf~ee-

j tive too! for both entomiologists Rad ornithologists in the stuiy of tbe habits of insects and birds..
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BIRD TYPE F(cm z.

SPARROW 2

STARLING 10

GRACKLE 16

PIGEON 30

ROOK 250*

*BROADSIDE ONLY

Fir. I Averagc- radar cross sections of bi.rda at- X-bad (f ,c Konrad et d2.
anid Edwards and Houghton)

BODY BODY
LENGTH (mm) DIAMETER (mm) "o (cm2 ) aT(cr 2 )

BLUE WINGED LOCUST 20 4 9.60 0.96

ARMY WORM MOTH 14 4 1.22 0.12

HONEY BEE (WORKER) 13 6 1.00 0.30

ALFALFA CATERPILLAR
BUTTERFLY 14 1.5 0.65 0.02

RANGE CRANE FLY 13 I 0.30 0.02

GREEN BOTTLE FLY 9 3 0.25 0.10

TWELVE SPOTTED
CUCUMBER BEETLE 8 4 0.14 0.05

SPIDER (UNIDENTIFIED) 5 3.5 0.10 0.06

CALIFORNIA HARVESTER
ANT 13 6 0.04 0.02

CONVEflGENT LADY

BEETLE 5 3 0.02 0.01

Fig.2 Padar croz sections of insectr at ,-band (from Hajovsky e- al1.
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Fig.Z Radar cross section vs wavelength for birds a-.- insects 'from Konrad and tlUover)

MILES/ FOU.ht

B 22 34 4C5 56 66

j CARRION4 CROW
ROOK --- - - - -

STARLING -

FINCH

THRUSH

SWIFT -

GEESE

DUCK- -

HERRING GULL n

PIGEON -

5 t0 IS 20 25 30

"METERS/SECOND

Fii.4 Recorded flying stpefide of sane birds (from Houghton)
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Fig. 410 ',oppler signature of a flock cfr circlkng birds

F9II

Fig. 11 Doppler signatuxe showing wind Ieat mod*:lation

Fig. 12 Doppler sipnatuare or wind borne objects~
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CLUTTER DERI•E•. FROM DIGITAL RECORDED RADAR DATA

Karl von Schlachta-

Forschungsinstitut fil Funk und Mathematik

S307 Nachtberg-Werthhoven, Kdnigstrae

SUMMARY

The coherent echc signal from different surveillance radars was digit.ized and

vtor*ed on magnetic tape wtth a special recordin device (RADICORD).

The evaluation with a computer givec knroAedge about the statistical behaviour

of different targets and various kinds of clutter.

Echoes from several types of aircraft were recorded. The evaluation gives

results about the amplitude and phase snift of the f'chosignal measured during one scan,

2nd about the fluctuatien of the echovector during the flight. One may deriv.e conclusions

for the construftion of plotextractors and HTZ-vastems out of this statistical

evaluation. The behavlor of amplitude and doppler shift of aircraft echoes along the

tracks are of special interest for the problems of autemitic tracking.

The evaluation of clutter data gives a survey about the distribution of the

powe spectral density for several kinds of clutter as ground clutter, wheather clutter,

phantm clutter and bird echoes. I. follows, that tie methods of clutter suppression

depand on the k1nG of the clutter and heve to be different for fixed clutter and movi-g

A~utter.

1. PPIMOSE THE ZW"STIEATION.

The automatic observation of the air space, uses information about the positions

of aircraft from radar echoes. The link between the cbserving surveillance radar and

the followiln tracking campurer is the digital det-iator or plot extractor, which is

used for detection and positioWing of radar echoes fzom sig1qs mixed with clutter or

The decision logic of the digital detector has to be chosen in such a way that

targets u.111 be detected with high probability. The false alarm rate shall be low. The



number of wrong decisions of the detector shall be minimized, This problem can be

solved "f there is enough statistical informaticn about target and clutter signals.

The fluctuation models of cross section, well known as worl•ing case 1 - 4,

only take account of the amplitude signal. Moreover the Swerllng cases do rot base on

fully realistic assumptions.

The evaluation of experimental data of coherent radar-echosignals by a tomputer

was possible after development of the RADICORD systam (Rhdar-Digitizer ard reCORDer) /l/.

The signals of aircraft and different kinds of clutter were measured at several

L-band and S-band radar sets. The d.gitlzed signals of amplitude and phase were stored

on magnetic tapes and evaluated under soveral aSpects.

The following paper shall give & survey about some methozs 3f evaluation and

the results of the analyois.

2. DmCTIOW O(W A StIMLZ TARGET An DEThMII•iTION OF THE CENtRE.

The target-information selected with the gate of the RADWCRD 2±11 a two-

dimensional data matrix vith m range elements (rings) and a azimath elemants (swepe).

This arrangament corresponds to the area scanned with ubp radar beam.

Each ring contains a soquence of signals2

x(W) - akW e Wk) t( - I ... N)

Frm this sequence a ta-et has to be identified. it is favourable to test the amplitude

a (k) because of its modulation by the antenna. Its syetzy is useful for the deteml-

nation of the centre. It has to be ekpetsd thal the amplitude sequence a(k) will

deviate from t.*e antenna ftuction of a stable ftxad target by fluctuation or receiver

noise,

If a seri-,s of echosignals is expected* it seems reasonable to perform the

decision test /2/ with a set of weights. The following test is used:

An odd weighting function b () Is stepwise shifted along the sequenz at(k)

(fig. 5-1) until, at no ,

the value of C
K

C - - atk+et . b(k). (1)-

where in K "
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changes sign or becomes xero. Simultaneously a test in made with the amplitude threshold

X

cl - k a(k+Ko) ) S (2)
ku-K

it this condition is satisfied, Ko will be the cent've of the detected target. Thi ttst

is made for every ring of the data matrix. Depending on the ratio 'transmitter "alse

width to sampling interval" the target is detected on several adjoining rings. The ting

with the maximun mean .argetamplitude will be selected for the following evaluation.

3. STATISTICAL CHARACTERISAION FOR THE PULSE TRAIN OF A SCANNED ISOLATED TGEGT.

We now try to find a method to compare the pulse sequences of different antenna

scans and different trials.

3.1. Mean and deviation of the amplitude.

The modulation of the scanning antenna is taken into account by using the sean

pattern of a stable fixed target (fig. 5-2) as standard.

a 2 (k) - a 1 (k) / f(k) (3)

with a 1 (k) - a (kI 0o)

Then the mean value a and the deviation %a ar& calculated for the characterization of

sthe equence a W within the 3-db-'eamwidth 3, 3 v 2X+l. The deviation a. Will be

normalixed with 1 bemcuse of the fluctuation of i.

3.2. Mean and deviation of the doppler shift.

Sines the signal is coherently measmred the phase information #1 (k) - # (k1 0o)

S.s available. 61 (k) is the phase angle between the transmitted and the received sigMa1.

The difference A4(k) between adjoining sweeps along a distance ring gives the doppler

phase shift and ie a criterion for the radial speed of a target.

The vectors (k) fro all 2K+1 valUe A# (k) within the 3-db-width will be calcu-

leat next

z(k) - Jx(k); y(k)J - fcos A,(k); sin 4,(k)I.

In the came of oostant pulse repetition time (unstaggered mode) the cbaracteristic

phase shift &0 is derived ftro the arhatic amean of the vector components.

II J x(k)1 ytk)] 1i 7) j
k-X

- arctan (y i) (4)

In order to obtain a measure of the fluctuation of the phase shift over all k, the
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following equation is used /3/ as an :ndex of the relative scat~ter of the directional

vector.

Or 0 Z N1)- x (y (k) 2
°r"I - I;Ii•

The scatter of the ccaponents is added quadratically and referred to the length of the

mean directional vector. In the following paper 6 is used frca

6 - arctan a.

6 figures as a scattering angle, yielding information on the deviation of phase.

The four calculated values i, oa, 74, 6 characterize the echo signal of an

antenna scan and therefore way be called the scan characteristic. The scan characte-

ristJc is in a certain sense a tjrget signature.

4. THE RELMAII.3 BETWEEN THE RADIAL SPEWD AmN THE DOPPLER PHASE SHIFT.

To explain the later discussed results a well known relation mey be mentioned

between the radial speed vr of a moving targe!. and the doppler phase shift A#

Vr M  Xf 64 (6)

Using a radar set with fixed parameters, for instance the wave length a and the pulse

repetition frequency fi" one has a fixed relation between vr and a#. Certainly there

Is an ambiguity in vr because of the ambiguous phase aeamrament.

The following ambiguous vvlues of the velocity v correspond to the range

A# 0 ... 2* for the two analyzed radars3

1. L-band radar (x - 23 cm, f. - 500 hz)

vr M (0 ... 200) + a - 200 (k/h)

2. S-band radar (I - 10 cm, f 1 - 250 he)

vr- (0 ... 40) + n * 40 (km/h)

S. RESULTS C r I'm H 30REREM] .

THE 3MVIOUR Or TO SCAN CHRCTERSTIC iWRXI A WCK.

9. few exauples shall cemocstrate the behaviour of the values of the scan

characteristic during the tracks of aircraft and birds. Sa remarks concerning the

presentation on the plots:

The polar coordinates of the moving tarlets waesured with tADICOSD are plotted

Into a rectangular system. The extreme courves such *a tangential and radial flight

direction with respect to the radar are parallel to one of the axes by this Min of
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-. a.- .... • . ,- litude and nphae shift are plotted over the antenna turn.

!EXple 1: Fig. !-3a shows the track of a propeller driven aircraft on several

alrlanes measured with an L-band radar. This example is suitable to

demonstrate how the signals depend on the flight direction.

Fiq. 5-3b showo the mean amplitude Z and its deviation Oa/a durirq

the track, and fig. 5-3c shows the mean doppler shift ii and its

s•a:ttering angle 6 along the track.

The behaviour of the mean doppler shift dependtt on the radial speed

of the aircraft as follows:

1. Antenna turn I - 20: Almost radial flight sbove constant phase-

shift.

2. Antenna turn 21 - 82: The reduction of the radial speed in %hovn

in the decreasing of the phase shift, crossi$ zoro at a blind

speed of about 200 km/h (turn 461.

3. Antenna turn 83 - 152: After changing flight direction tt*

dopplershift increases in the same manner.

4. Antenna turn 153 - 197: Th" curve at the antenna turn 152 is

very narrow, so that the antenna speed of 6 rpm is too slow

for seasuriz tdo =act progress of the phaze shift. At antenna

tu 176 the aircraft aes to tangential flight direction. The

phase *Wit Is almoot Zero.

The saoat~ten angle T depends on the flight direction Oezd is low

if the aircrt is scanned ftea aside.

Fig. 5-3b shows the dependence of the distance law in the radr

equation for 9. The fluctuation between successive antenna scans is

nearly 10 db, depending on the fluctuation of the cross section.

The deviation of the amplitude ca/a? is low, if there Is w- Influence

by the propeller. This is only the case at tangential flight direc-

tion (turn 176).

IMuple 2: Fig. S-4a shown the track of an approac'ing rQaal1 hellcoptlr, fly-

ing froi. 30 )= to 5 k; 41stance of the antenna of an L-band radar.

During the flight there are small correctiones of the flight direc-

tion. This can be sen in the plot of the mean phase shift (fig.5-4cj.

The meas radial spead of 150 bk/h varies betaeen t 5 kn/h.



The meats amplitude i (fig. 4b) Increases quadratically in accordance

to the decreasing of distance during flight. The fluctuations of

do not exceed the plotted limits of -t 3 da.

Exmple 3: Fig. 5-5a. Here is a track of a medium fast aircraft, probably a

turboprop aircraft, measured with an S-band radar.

Fig. 3-5b show the typical fast change of the phase shift beaAae

of the low value of the first blind speed (nearly 40 ka/h). As

shown in example 1 the scattering angle T is low durIng tangential

flight.

Zzample 4: A radially flying small jet aircraft was observed with the fixed

antenna of an S-band pulse radar (fig. 5-6a, 5-"b). The antenna

scanning rate was l1/see and therefore it was 15 times faster than

that of example 3. Th. mean values i, !#- are computed from 35 pulses

cantrary to 7 used pulses at example 3 or 15 pulses at =waple 1+2.

Consider that the awplitude shows strong fluctuat t*ns. The highest

frequency of fluctuation lies in the range of the prf at alawat

some hundred herts (it cannot be sean frcm this plot). The amplitude

Z e•ange during one second up to 14 dD.

The doppl.w, shift changes steadily as a onsequence of corrections

of the flight direction. The scanning rate of 1/sec is high enough

to measure all %ariationx of the doppler shift during this radial

flight.

tampleo 5: Fig. 5-7a shows the tracks of birds measured with an S-band radar.

The plots fig. 5-7b, S-7c of amplitude 5 and phase shift Wt show

nw difference to the plots of the aircraft (fig. 5-5) But the

deviation of the amplitude can be large because of superposition

of several birds to a quasi single targ6t.

The doplex shift can show a high scattering angle T if several

birds with different radial speeds are superposed in the rosolutlen

cell of the antenna.
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The usuea plot =tractors for tracking purposes use tnoe Paral - or ta--iriao

signal nd attach ti'e position of the distance and azimuth counter tu recognized

target /4/.

j'For e*tch target an expectation area will be layed out within the tracking pro-

gram of the computer /5/. The size of the area depends on the precision of neasuring

distance and aziwith. The usual extractors use a resolution of distance of about 2 as

so that the dist'ice will be measured with a precizion of 1 0,15 Wo. The covered

distance of a jet aircraft at normal speed gives 2,5 ka during 10 sac of an antenna

turn. This gives sit errcr in measuring of distance up to 1 6 S. At lOver velocities, for

example • •uing the approach to the airp.•t, the error can gr'v to + 15 t.

ITt, above mentloned examples have shown, that the doppler shift can be measured

with an amazing precision using the fw sampled values within the antenna 3-db-be-

width. My simple conarosi~n (Vqu. (6)) the radial component of the velocity can be

calctzlated very seectly.

The precision depends on the accuracy of the pisse measuring. The error in case

of an approaching fltiLg (400 )a/h) can be reduced fram 15 0 to i 1,5 S. The practical

method is as fo-lls: Approximate calculation of the velocity from the coordinates and

than correction with the results fram doppler information.

Fig. 5-8 s.,..a the velocity of a target a) calculated froM coordirAtes and b)

corrected with doppler infozration.

7. CeOARI3; DIFTERENT TYES OF VARGMTS.

The main parpcse of the following investigation is to get characteristic values

for single uoving targets such as air-raft and helicopter. Wevertheless the evaluation

is aetended to clutter echoen. It shall be pointed out that all the evaluated data are

selected from the data matrix with a detection criterion according to Equ. (1) and (2).

This method permits to specify aore typical properties of clutter, compared with air-

craft, than other realized investigation&.

The results of similar trials have been compared to get a statistical estimation

of th signals frcm different targets. Therefore the mean values a , a-* ,ca/A, T and the

vat~ions o (i), 1,o (ca A, 6(6) of the scan characteristic have been computed.

Some significant re'mlts ur•e given in table 5-1 and table 5-2.
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To coapare amplitude signals with each other the d*Me-dence on the distance qivon by the 3

radar equatonn has to be elumna~ted. So the power reduction with distance it canceled by

conversion of th, signal amplitude.

Table I presents the mean amplitudes i fc-" aircraft and clutter. The value of
aircraft, used as reference, waa taken from different. radially flying aircraft. The

small reflection of birds and phantoms is remarkable. This kind of clutter only was

measured near the radar.

There is a dependence of i on the direction of flight. Measurements were made

with two different targets. A holicopter and a mall jet aircraft gave 6 db (7 db) more

"amplitude at tangential flight than at radial direction.

The variation of the mean amplitude o t*) of a traffic aircraft during a track an

several airlanes with different flight directions (200 antenna sca4s) is almost 6 db.

7.1. Mean and variation of the mean variation of amplitude and phase shift.

Some remarks on the interpcetation of table 5-2. The value ea./ is low for tar-

ge~t that resemble to the antenma pattorn of a single fixed target. Ehoes that s*Wend

beyomi the resolution cell of the radar such as clouds, flocks of birds, phantoms give

a high value of a./.. The scattering angle 4 of the doppler phase shift indicates tbe

width of the doppler spectrum.

Conclusions from table 5-2.

rst column: 1. The mean variation ca/r is very low for Jet aircraft and is

high fer helicopters and pmopeller driven aircraft.

2. The evaluated groun- clutter is compose of many single trge*t&

careis low.

3. Weather clutter shown relative low amplitude dynamics, ear is

high.

4. Phantom clutter probably Induced frcm metereologic layers hows

low amplitude dynamics in direction of antemn scanni". oa/r

is high. As cannot be soen frem table 5-2, the signal extends

only over the width of the tranmitted palse ir distance-dixec-

tion.

5. lird clutter shows high ca/a because of suparposition f many

scatterers.

Cecond column: o (a/&-) Indicates the deviation for the Values gOven In 0o1W 1.

Third column: 1. T is low for the fixed target as expected

2. low I fcr jet aircraft, increased T f*Z helM optC e ad Pm~Cpl.C
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driven aircraft. • of helicopters lies between both kinds of

;"iroraft.

3. Low T for fixed clutter as expected.

4. High T for weather clutter because of internal movament of thr

reflecting centre.

S. High T for phantca clutter because of internal moversent of the

layer.

6. , for bi-ds depends on the maber of LSrds in the resolution
cell and an the dire ction of flight of the sJigla bird. T is

mall if birds fly in the ste direction. The shown value is a

mean value for different situations.

Fourth column: 6 (6) indicatee the deviation for thj values given in colum 3.

7.2. Probability density.

Som examples shall be given for the probability density of the parameters within

the scan charactarlaetic.

1. Fig. 5-9 sbovs the probability density of the nomalized amplitude deviation

a /a and the scattering angle 1 for two types of aircraft as mentioned

above. Tops jet aircraft. Bottom: propeller aircraft. Left side: P(oa/ 1 )

right side: PMI).

2. A good characterization of a target can be given by the probability density

of the mean doppler shift. rig. 5-10 shows typical results for different

types of signals.

2.1. Fixed target: The probability lensity M• its maximum for 0 - 0, the

deviation of !T is mail.

2.2. Phantem clutter: The probability density nas Its mimium for 'T -0,17

(Madians). That is the explanation for the low suppression by XTI-Systems.

2.3. Weather clutter: The curve shows two meimz in the negative part of the

doppler shift scale. The measured radial velocities are 45 and 70 ke/h.

Tas•e two speeds are due to spatial distributed zones of different dopp'.er

shift. The record was made with a gate of 30 range elemuntv and 70 aximth

*laments and was zituated always midst the slowly so•ing cloud. The typical

fiature of weather clutter is, that the-powae oa. the signal mostly takes a

small part of the doppler range and that the speed of clouds is slow com-

pare] with aircraft. The above mentioned example is a spocial case of

superposition of two clouds.

2.4. Signal from aircraft. The plot shows the probability densit:y of the mean

doppler shlft for signals from traffic aircraft during a truck on sveral

airlanes with different flight directions. The typical attribute of signals

S-t "- ~
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from aircraft is, that i can change between succeeding antenna turns with-

in 411 values between -1 and +1

-w- -e... vre n - n ber of the

antenna turn.

6. CONWSXONS.

The moasuresents described above go beyond the usual in the literaMtre described

investigations of analyAing aircraft on turn tables or of measuring approaching aircraft

with a single reflutlon cell In range.

The described measurments are made with the s.grals of real. flyyAg aircrkft.

The recorded signal has the fu'l bandwidth of the reflected echo signal.

The proesented eaganpe -w evaluztion uses an amp.itude detector that is conceived

for tin detection of single L.:ets in noise. The results show that complex targets as

the most elutter signals give walues that are different from that ot aircraft.

at was tried to classify the targets using the results. The folloviag liat shall

give •irteria, that can be used for gsparation of different types of targets

1. Mean mplitude with regard to the distance of target (and the vertical antenna diagram).

2. Deviation of the mean amplitude between successive scans.

3. Shape of the amplitude signal

4. Deviation of the amplitude signal a wiAhin scn

S. Value of the mean dappler shift

S. ftatterin angle 6 of the dapple? shift within scas

7. Deviation of the mean doppler shift between successive scans.

$. Velocity of teA target by Cmparing coordinates of successive saas.

The UADICOD project was pertormed accodlng to a contract with the Abropaii Or-

ganisation for the Safety of Air navigaticn, WROCOROL. The Owdesanstalt fdr Flug-

sichsrung and the Royal ladar Establ.sbo:nt kindly rade available their radars to the

tADXM measurements. I have to thank Dr. Wirth for dircusu•on of the evaluation sethods.

/A/ Rears, 3.P. Digitale RgAstrierung von Radar Schosignalen

Unchricbtentealtmsche SeitschrIfo 3M 21 (1966) Vol. •2 P. 756•58
/2/ taces, W., Auteoatisebe Ausvurtun dlyitalisiertar Redarsignele

W.irth, VD. 3achrichtontecMdieche Seitachrift W (1963) Vol. 12 P. 643-656

/3/ Wirth, W.D. Clutter and Signalpekeres aus Madicord ntfnahmn
)Wschricteantechelache SeitschwIft Wi 21 (139) Vol. 12 P. 759-76S

/4/ Wirth, N.D. 21k DigitaldetakWc kr autmatischem Radaruieleckemmng

Teletfunki Ultung 38 (1965) Vol. 2

/S/ Springer, N. Digitalradar - automatische Uttraodmbuehb•" mit einer e3.etrortschan

Rechesmsecnse
IMechem 1963 Vol. 3 P. 61-05
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Coeparioon of the Mean Amplitude a- for Several Types of Signals

Vi

jet aircraft radial 0 db

single target (tower) 12 db

ground clutter 2 db

weather clutter - 7 db

bird clutter - 28 db

phantom clutter - 39 db

TABLE 2

Mean and Deviation of the Deviation Values
in the Scan Qiareteristic (Wadians)

-

_________ aa/• Io(oa/•) I 6 6(6)

radians

single target (tower) .09 .04 .10 .03

jet aircraft .1 j .07 .23 .i8

helicopter .30 .15 .42 .26

propeller aircraft .30 .12 .80 .31

ground clutter . 5 .20 .13 .08

weather clutter .51 .17 .88 .19

phantom clutter .45 17 .43 .23

bird clutter .35 .15 .52 .32
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Fig.4* Track of a helicopter L-band-radar
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SM3GARY

A C-band radar w.th pule*-to-pulbe frequency agility is used to investigate the effects of frequency
change on aircraft ect.o amplitude and ecanned echo patterns. Decorrelation effects of pulas-to-pulse
frequency changes from zero to 193 ITz have been measured using Sea Hawk and Comet aircraft. The .iroraft's
rcdar cross-zcution changed by as much as 20 dB for a frequency ohange of 20 V11t. The frequency ar*os-
correlation coeffiuient is zero for is frequency change of 20 Mz and is negative for larger changes. No
significant difference between the frequency correlation coefficient was fou.md fctr the two aircraft
studied. Come effects or frequency agility on scanned echo patterns and echo fading are presented.

j1. IMTRPOCTION

The radar crose-section of reflecting objects is, in ge•neral, dependant an the frequency of the
Incident redintiott, h4oce a clhune In radar transmitted frequency nay result in a change of echo amplitude.
This dependence of radar cross-section on frequency may be exploited in as nuber of w•y; for example it
may te advantageous to induce changes in the aircraft echo amplitude by appropriate changes in radar
frequency in order to reduce echo fading. As eoperimental results relating al'rcra.t radar croxs-section
with frequency change are of particular value to the radar designer, some appropriate acasurements have
been sarried out using a radar with a pu2ze-to-pulse frequency agile facility. The results cf this&
measurements are detailed in this paper.

i THE Radar AND DATA ACQUISITION SYSTSLH

The salient parameters of the radar system are as follows:-

Trens&itted Yrequancy - 5,35 to 5.85 G~s
Trsnsmitted Peak Power - I ME
Pulse Length - 2 microseconds
P.R0.. - 196 W/e
Antouna Gain - 3
Antnna B& W h - 1.5 x.50 (3dB, two-way)
Polarization - Horizontsal
Receiver - Logarithmic Response
S.? - 30 Uif
&F,,sa Figure - 6 a3

A block diatram of the system is show in Fig. 6.1.

The radar system is fuly coherent end the trasmitted freueles as" produced by m•u1plicaticn
f•rom a frequency sntheoiser operating In the range 84 to 92 LM. This facility is backed b7 a special
purpose control wwater giving a choice of pulse-to-pulse frequency itcrments, at C-band, between zero
and 198 Mh. Random or patteon frequency Jumpug is possible since all fraquendies in the bend are defined
by say one of 128 different 7-digit binsxy numbers.

Two modes of pulse-to-pu.ie frequency agility were used, viz:-

(a) 'Alternate' mode in which oe~y two frequencies were transmitted in sequence fj, f 2 ;- 1 f f;
eto., see Figure 6.2. The frequency chan, Ax fl - f 2 , could be ver-ed between sero and 16 1 2,

(b) 'Stafroase' vAde in which successive pulses were transmitted at deoreasing frequencies In
equal steps for 8, 16 or 32 contiguous pulses before revering beak to the orignal frequency. As before
the frequency change per step could be varied between zero and an upper value which was limited by the
number of steps and the 500 LMz system bandwidth.

hen carrying out frequency agility experiments xt is essential to ensure that the radar performance
Is not frequency censitive. For example, it was known that the main t.w.t. output power could vary by
Z4 d8 over the frequency band. In order to rsduce this power variation an eleoatronulcey controlled
p-i-n diode attenuator was introduced In the t.w.t. transmitter chain so that the transmitted power levels
cotd be equalised at. 80 points In the frequency bond. This equalisation it autcmatic with freqaenoy
selection.

It was recopnised that a farther source of error could arise from the gsifreq4uncy chau-otaristics
of the complete recel•ing chnsel. This charoA teristic was found to be cyclic across tUe 500 H2z band with
g gain varation of + 2 dB and ths technique used to coopensate for this gain variation is decribed below.

The radar data was acquired on-line and transferred to paper tape for subsequent anatLjsi3 and
"storage. The vieoo output frm a logaritbeio receiver was sampled at the range of Interest before aonversion
into a 7-digit binary signal. tp to 1i0,090 binaz7 video samplec could be stoere In a computer before
transfer to paper tape. 1n order to compesate for ohan6e In receiver gain the actual signal/nolse ratio
Swa measured for each video signal. Yiratly, the signal amplitude %s measured, then an automatic
measurement was made of the mean noise level over a period of 3 as following the receipt of the signal bat
before the next frequency chango was Initiated. The computer was programod to store the difference between
the two logarithmic values.
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3. DSIGNI OF HVR 'L

3.1 Baaic Etffcts of' :ýrequsuqy Agility

The averW~ value of an aircraft' a radar cross-section generally varies little with frequency over
the bana I G~z to 1C0 Glil, Raference i. N evertheless It can be demonstratedi that a siaall ohsanp In
transmittal. frequency can produce a significant change in aircraft cross-section. 'This apparent anomaly
arises becau.,* tht reilsctivity~ of an aircraft shows fine structure variation&s with frequency whiz~h are

f#&~r0 ofthis fraquenc~y/oroiss-seooion relationship.

&4trthie aconstnt beriepfrcntheda ty twoidential spheicral catterasau e!a disthanc.,e I'epat.e
the linedo Jofn thetw reflectoread opethe radareinedb of s uigh, .then radaro mayle. Texpresselto th ba

received power PIis proportional to:

or expresced, explioitl~y in terms of 1frequency:(1

It will k4e noted that P, varies p r~oiciioall with 0. This producess the weil-kwoe sointillationk
characteristics of afic.r'. echoes when changes In 0 of 0.10 may change the aircraft Gross-siection, by
20 dB or mars. Pwrt~hsr, the received power viries, perlaindkoll with freq~faec; In feet, for a given aspect
angle the airoraft cross-section variet ao the product of the segaraticn. of the aseatterea sand the trequeWn.

Using this simple moedl it am be shasm that for a smell cheanp In forequsmcy the maxzima oroes-esotion change
occurs *~Ma At W' 10 Ms.

This simple model he. bean used to highlght two Important effoctst

(a) The magnitude of the *bearg In aircraft cross-section bme to a change In fweqaan is "Papet
-' dependent.

Mb The maximan chage AA cwesa-seet9 should ootar when the ehmpg In frequency Is about IC' Nis.

Initial experimental results did Indicate, In test,, that tw a ftird ehangs, of fw~qeny the erses-e"Olic
habup of a particular aircraft was not reproducible culess t'ue aepet remained virtualiy constant. In the

design of the rada experiments It was aseessary to decide am, the parameters which vould express tibe
quantitative, effects of rreqsancy agilty In a fora which was skeaniagfUl and had, vales to system designs=r.
The choice of such parameters Is discussed In the next seetionk.

3.2 Pulse-to-Pulse Aqplitid. Cbvaa~

Given time, aircraft echoes will bcocue decorrelated ove at fixed frteasny due to readom aspet
hangeos. hlterckativ~Ry the aircraft echoes may be deorltdby wepid frequency changes. In preatice

time and freqoeua deccayelationk usy both operate on the received ali-ml. These *ffect soe be expressel
quantitatively through the use of correlation aoefficients, but without eamputatiasea assistanca the
derivation of t)hes cm~aeatsets is laborious. in the early steps of the siparimanktal staMies a ocimueter
faoiliV~ was not available, so some kitarnettve parameter was sought which cudU be derive& simply and
which expressed gwantitative3r the decerrelatiag efforts of ftequemoy 441117~.

Consider a t.ananittsr operating In the alternate freoqquencyAle vode, then too interlaced alivel
pulse trains will be received, each train correspeading to one of the two irsamitted frequenies. let
these pulse tralas be idenitified as p and q, where p a q a i to a, aberet a Is the total maker of pulaee
In each train. Let A& be the change in ampliteds between successiv pulses, thank the mean as"ur of A&
to&ivan by:

wUh sep a&Meq eam the amplitude davlft~eas from the &eon. 1enc

&& 2 " ( 2I 2

whsre p is t'W orcas-correlation coertfialet. 2herefbr'e,
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2 2[1-p (2)

#o that the aeo tquare pulse-to-pulse amplitude differenoe, woich i simPle to aomnte, is related toSthe oros-oorre*a,• coefficient through Squation (2) so long a the basic asammpti~ns are valid. The
j ~ oorrelLtion ooeffWoient may be, of courase, both time and frequency dependent.

It 13 of interestt to uots that whon pulse samples are taken from a source of Gaussian noise and
unoorrelated thn to r.m.*, pulse-to-pulse diffe*rnce %?ter prooessing theough & nasrn-band loo•rithmic
reoeiver, can be theoretio&ay #*rived, Apenpo±x 1, and it given by:

'O 7.880B

The standard deviation of pulses which have a log-Royleigh istributiou ot amplituda has also been
derived, Reference 3, vie:

Iloe10

Therefore for pulses originaling from Gaussian oise and unoorrelated them (1a2 )/(a 2) = 2, which &Veos
with quation 2 asp O.

The object of Uds ana]sie is to show Vat A i A simply computed partmeter whiah &W be used as
a meacure of deoorazlatiou of a pulse train, oven when o*U two discroto frequmoies are trensumtteO.
Mwhre the pulse train Is noise-likg..ay decwrelatea frus pulse-to-pulse and the train Is pracessed by anIdeal logarithnio receiver than (AZ')! a 7.00 dD. It Is Important to note that few logarithmic receive"s
have ideal charateristies so far as their response to noise-like signals is oonccrnwd, Reference ..
3.3 Methods of Aircraft BEho NMesureomt

When frequency agMi7 datea from aircraft was required it wes usual to operate the radar in0search-light' mode with manual range sating and traaking. The antemna was elevated to 1 .50 and the
alroraft were directed to fly up or down the sttit arS 7 beaw from a axim, range of 80 mles to a slmwim

engse or 30 mile. Continuous data ruas of over five minutes at a nominally head-on aspect were possible
although In practice *&ah run was sub-dIvided into 40 seo•nd (208 pulses) periods, each period oorr•spondin
to a particular value oftf.

When scaoned ocho patterns &er, retqired then both manual range gating and azimuth gating ware
applied siult•aneously with the antsena rotating at 6 re/wint. When the + gat" ere s fiowing corretly a
computer was switched to acquinr data and the soned cho pattern was passed Into the store for subsequent
print-out by a Line printer.

491 T.5 4fdtl JbperInMt&

7 Ury swtk usn fkquuWa gi 8lity w88 directed at land clutter and PIA 6.3 ahewsyjlues of

0 nsziam MObu280 l/ feeh. Usin th sun dattrt the auto-oorreli eceoeffciet for mne palse lag reached a min:Um. dhm Af a IA.

i Y~~~IntialL aicrf expel4rimntst tWag unidenltified ii -aft; t~argets of 01portunifq yielded results
simltar to tb•ose &Is* sbeen In fiur 6.3. _jar all &uff trials the alternte tr.Zumoy Supping soee

was used. It mwat VoW that the curve ofJ- 2 aginst 1%f was very variable fron run to rm even for theIt sae airoraft, presmably due to random changes In aspect. It becans apparent that, fer consistent ata,
it wonk be Aeeesaaz te make observatious asanst controlled aircraft whose aspects would be better

4.2 Bea Hat and Comet Measurements

Using airUraft controlled from A.S.I.l., two experimental runs were carrie d out; one using a SeaHawk G•6 and the other 2 Comt Ap. The object of chooing these very diffoeret aircraft "e was to try
to resolve ay dependence of frequenoy agility response on airer sise. The Sea Hak wing-span Is 12a
whilst that of the Coast is 35s. Figure 6.4. shows the values e LAR plotted oalaint the frequency
separation, Af, betwee transmitted pulses for the Set Hawk in tath oej'enng vaa closinS flight. Each
point on the graph 'orreeponds to 2048 pulses, 1.ec about 10s of record. Nazimi- dedisr•lation sppearsto socur at about 13 Ms. ftlitude probability density functione were computed 4out a soro meon andfig" o 6.5 ms A a8case of a bl-eoedl distribution due to a shift in rsan oross-ieetina of 6 d'd as the
frequency is changed IV 128 W6z.

The Comet empeaiments proetood results very different from those obtained using the Sea Hawk forSibm nolse) corrupted part of the recordings although the Comet zot=z u wa nar•aU3 30 4B bbove noise.

However, It to blieved tUst the raptl modulation an the Coaet return, oozrasponding to a hefd-on &peot,
could be due to engine turbine-blae motion. FIgures 6.6 and 6.7 Illustrate the effect of this Intrimnc
deourrelation process which teods to hido the effects due to frequency agility.



A penalty of usi!ng a relas5.vel~y low P.P.Y. (196 p/a) tor frequencoy agile expleriments is that there
is generally ra shniiticant doejrtov uf time d-icorrelation suporicpcised on #1

hv decorrellation due to frequency
change. This problen Is clearly deaonrtrated ii Thur. 6.8 wshich showz values of the auto-corroilatire
coefficient dorivvd froo the Ccsiet data using an alterrste frequency Jumping node. The value of
cooffitient rails rapidly for on* pulse leg due to the tivze-decorrelating pr-,cni 1intrizitic to the
aircraft, then the coefficient. alternates betofion two values dv.o to changes in frequency. The upper
dotted line in Figure 6.8 correspor-1s to Mse auto-correlation curve for the fixed frequency ciase (every
other pulse is %t the same fr'equendy). This 'Ipper omrie3 therefore, rsflectz' onl.y time oc'correlpetion,
p tv ). Ufoi,ever, the loster curve traces values of the coeposite correlation coefficient, p ('r, r) . in an
attemt to ieolato p(t) it is assumed that:

Having made this esumipti'n, then using all the aircraft -1ata taipes, the auto-correlatiol coeftic:.Gits
corresponding to all puli.e lots between ! an%1 10 wore covpjte4 for the various valueis Of Af. USing th13
reduced data the sean values of p C z, f') and p (,r) wer* calculated and hoece, the values of p (f) ueittl
Iquation 5. The results of this approach are plotted in Figure 6.9 and show no appreoia~le~ diffordanoe
between the Comet &Ad f~Aa Hamt so far as their ftoquency, aependence is concerned despite their different
Muoage! lengths. This snalysis also shows that pý,f) a 0 for 6t fo 20 M~H and that the con*? a~tiov
cooffici.t;- in the frequency domain is negative for larger frequency changes. This Is in mr.toril with
the concept that an aircraftt consists of a few dcominnt uicatterers.

J..3 Scanned Airviraft Echo Amp tituds Patterns

Further eswlmeanets were performed in order to siinul~ate, aircraft echo saplit'Jd patterns as would
be obtained when using a frequency scanned antenasi. lei :act a u cbanimal2 sainuth-sosnned antoena was
used. The data acquisition tecaioquR is described In Section 3.3 for targets whIch were unidentified
aircraft. Using fixed f'reqiaency, the Ideal signal patlemni shocd only reflect the fto-wsay antenna
r~adiatio pattern, .aw shown in Figure 6.10(a) which is a fwaotaile of a computer print-out. &%wear,
Figaire 6.10(&) dopicto a rare occasion for It Is mort protiable, that a. fade Winl coincide with the tsine
the boom is incident on the aircraft, 3s Is shown in Figure 5.10(b). When alternate, frequencW jumping
is us*d the echo patterns show vacciderable modification. For the no-fadig oars, Figure 6.11(a) , like
two patterns correapeniing to the two frequencies eam be resolved clearly. Whoa fadine ise concurrent
with scanning the ieffect al' the two froquencies is clearly shoe= In Figrve 6.11 (b) whome the long fades
have been eliminated. From piiase-to-pulse it can be seen that a change in frequency of "5 Ms cam thange
tt saplituds of the rot,=n by as suah as 25 dD. Other recordsi show nmuorcus eamaples cf large chmens
In amplitude; for relatively moan changes In frequency. Where a stairciase formi if frequency jumping was
used It was found that the shape of the echo pattern was distorted by the Ancremenatal frequenq7 chonge so
thast if beam shape Is used as a detection criteria the effect of frequenoy agility A&Y degrade detection
parforemiaco.

5. COCr$Ciu5ICMS

mAperimiental investigations have confirmed that the maspitude of an aircraft's radar ciross-3ection
Is a sensitive function of trnmwitted frequency. Croas-seetion changes greater than 29 dB have been

foud t ocur or puso-o-plsefre9qusnoy aheage "mas na as 20 Ills whereas the average ob~age In
oro-sot~o wa fond o b abut6 dB for a 20 M casnge Im frelvency. For aircraft, complex

periodie arose-soctie~lfrequsacy relationship exists whieh is analogus to the Orcaa-sootioo/aspeot
reAtionship; therefore, a change in frequency maw result in the deeiorreoltion Gf the aircraft retarn, me
11004 a 6hMang in aspet. Freqhaeo eorOelatio GooMffieits (s.tbtracted moan) have been calculated froim
dot& .erzeaponding to nominally bead-cs aspeots of a get Xswc and Const aiL-eraft. It "a round that the
ciesftieiet Is seam for a pulee-to-puso frequency chang of about 20 Ms but fOr freqitaesc chmangs
between, ;&200 Ift the eoeifficiant., ave negative. Somae theoiries suggest that, tb& froqeaqt c~hange,
neessaary for simian. decocrrlatios Mhould be Inversely proportional to aIrcraf t asiz, or set~torer
separation, but no aipilfieet difference was fouad between the freoqu¶sr ehmngt neoessua- ft- 4ecr~eltat
the returns from a Sea JUa* (wing opan 12a) an4 a Comet 2, (wing qza 355*) aircraift.

VWe main advantage, of frequency ofiliv as on aid to aircraft detection derives tronm the
oonsi4er~blo reduction In the cocaurne* of long fadeso of the target icho. 2his advantag mey be obtOAnad
using only t~w, frequencies separated br~ 20 Mz; thea, on averagea, successive relumn *ini be decorrsilatod.
an& Mae duration will be confined to one, pulse interval. Rowevor, In mimy easavs, for example, where the
natural fading rate, is high and the sipnal/oise rwtic large, the use of frequecy siolit~y wini not
ros:%fsairily Jmprove the probability of dotectica.
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z. Mo. 5, fly 1966 p.63.

(3) Math, X.A ; "Mme Jk,yleih and Log-ReJllegh Probability Dens"it Ymmitionm' A.S.W.E. Xaboratory
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SD."RIVATI( Or TIS FULSX-20-3 DE1W.V. PROBOLPTY DINSITY FUNCTION (P.D.?.)

Let the pl1tude of the logar.ithic rsoeiver output sample b* y' dB (wALt- rosxect to a datum
uhich win be deftnol lastr) and let the probability donsity for thin aplitu.e be -(y). By dtifnition,
therefore, the prob'Aliity that the output of the receiver win lie within the rangs iF' to 'y .. &Y Is

.6y. SixiLrly, the probability that the o-'tp'zx will 31e within the range 'y + D, to 'y * D . by' is
. ;).ay.

It is ussmad that succeosivo samples of tho receiver output "r uncorrlat&,&. This aasumption

is true for a noise wavtfo it the sampling rate Is much less than the receiver banAwidth. Theprob•abilt afte a pulze hes o:kcurred in the amplitudle range ,y, to ,y + by' that the next pulae Vein
Soccur in the range *y + D1 to ly + D + by' is now simply tho product of the probabilities of the two

If the amplitude dWereeco between two successive pulses is D dB, then the first puse can tse
San value vhatsoever ia tho pcuiszible range of 'y', provided that the secona yulze. which is

specified to be the larger in amplitude by D dB, eav- li*e4 wiLhi. the permissible range of ly ' . !st the
p.d.t. of IDI be denoted by p(D), than the probability that the 4iferefame between successive pulses lies
between D and D ID y' is

pI(D).6y a f(yt).6y.r(y + ., 6

vber the summation is to be perfonee over e# permissible values af 'y'. Since 6y can be oonsidisre4
as afactor this equation can be rewritten.

P(D) - 1fy.y+ )6

uIn the limit, p(D) . *~)fy+D.O .. I

SjNow Referemce 3 at* tht the p.&- of the noise output from a lc-.'Wso receiver can be
written

t~
fy X , . 9•,03p-- C, ..i(2

sii1ng y z = ss4 cxA

The dat%= from which 'y' is msured is 2,50 0 &bova the vm* ToieriK-'e'•" noise level and is in
tact the modal value of the loger-I-hio noiss output p,14.

Forsa eIdeal losaritheic, receiver l'y can 1.2ks on Wn valie frcc -- vc% 's.

Tian p() (y).f(y + 3)).dy (,bis)

= (K z exp(.. x))(K a* expG- sat )Ivl

10. I(y + D)/10.j(/oD.040

If we now ienote the lijear ratio *f the two sucoe3sive pulse lp uder 'Y' than

A K. rZO+0!~

S. • • r 10( / 0

TU mode of this p. d.•, o ccurs fo r r = i or P = 0 dB, that i t, the uws probable pu lt ou ls o

I Ai-rete Is sor, ad the l value it ieen to be KW4 (i.e, 0.05756). If the ot mbo- b iWx 'w-to-
puls* "fT-ens• *are not two than there wovil3 be an upw&r, tin dcswmward trend in the s& noise ;-. ml.It is • tacitly' ass~wl that *bis is not so.
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The total area undfir the p.d.f. ic

00 W0

p(D).dD . / (r/K).p(r).dr
0

Z00

J 1/( + r)' •r

This valu& is to be expeate6 as it includes all poasible values of 'D'.

2. STAtARD DUVIUTI*N OF THE FUJLS1-TO-PI••E DIDYRENGS P.D.?.

The p.d.f. of the pulse-to-pulee difference, 0, is given by

p(O) = Kr/1 + r)F 3 bis)

where r W 1 0(D/i0)

ir the standard deviation of th" p.d.f. is denoted by o" then

00

02S f (D)d.10dD

0SJ p(D%/IP .0D, fro- consideratassn of syrsietry

Uow D ln(r)/K
sad dD = (1/Kr)dr X

I
so that 05 (21V (In r)P/(1 *r)'dr

0

* z4)1-- ..... (•

where I dmnotes the dofinite integral,

This integral is not easily evaluated tince theulogarithmic -ta ecom4s Infinite at tZl jo•••b t ait
and Ue poeer srer. xansion for the dencainator is not valid- at tha upper 1imit. Ho-ever, •a 4ef'e. • -5
if w substitute (inr) for In x mrA set the parameter tp' to zero we obtalm

1 2 2 06)1 n~)-

7heobreom T/2 = /I' 1/f"

0 i/12 'by Refereo. 6 -

Substitutin back into Rquation (5) -

" a'/(3010 ) e

= it.kI/ 53,in 10) .. (5)

7AZZ a

a 4

}*
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SLThM1ARY

In the fifteen or so years since publication 'if detection probability curves for the so-called
"Swerling" target fluctuation models, analysis of tarjet signature data for many different target popula-
tions hax indicated that the Swerling models do nor n.zcessarily describe. or even bracket, the radar cross
section (RCS) iluctuation behavior of All targets- of in'terest. Pox' this reason, much broader families of
target RCS -odxels have been developed, of which Lhe Sverling models are spedial cases, and detection pro-
bability curves have been generated for these broader families.

This paper will review aeveral of these broader fanilies of target signature models, including
fluctuations whose statistical behavior is governed by chi-square, l~g-normal, &nd Rice distributfonsl;
will briufl'y describe possible phyaical characteristtca of targets which tend to give rise to thesa dis-
tributions; and will review detection probability results [or these families. Partiaily correlated cases
will be included.

Several methods will be given whereby publlsi.ed detection pr'ibdbility curves can be interpol~ ted or
extrakpolatted in a simple manner t-ý partially correlated cases as well as to other probability distributions.

Host if the results to be diseussed assume c. ventioual radar receiver models of the type assumed
by wArcum and Swerling in their &arly work. Rowtver, a brief discussion will be given of the consequences
of various target models for more intricate types of receiver processing such as Constant False Alarm Rate
(CFAR) methods, frequency diversity methods, and high resolution (short pulse) methods.

[ 1. ITRODUTIONH.

1.1. Purpose and Outline of the Paper.V .. Oversimlified descriptions of the reflective properties of rAidar target3--for example, the des"
cription of a target simply as having a radar cross section o.l so many square meters--can lead to incor-
rect performnee predictions. For this reason, the "clasisicel" target fluctuation models (the Swerling
eases, Ref. 1) were introduced, and the effect of s-ich fluctuations on detection performance were analyzed.

However, since that time it has become apparent tha.t these conventional models may still be inade-
quate as descriptions of target behavior; in fact, the origir... Swerling modele do not rcessarily describe
or even bracket the fluctuation bahavior of all target populat'.ons of interest. Various examples Vill be
given below.

In the years since these models were originally formuilated, methods have been worked out for com-
puting detection probability for essentially arbitrary &ypes of fluctiation, and specific numerical results
have beea developsed for a gre;At many casses. The present paper will summasrize many of these results, and
refer to the litersture where further such results esa be found.

In Section 2., three fandlies of fluctuation mode-s will be described which have been found to des-
cribe, to a reasonable approximation. many target populations of interest--though even these three families

j are not co-eý:tensive with all cases of practical interest. Possible scattering cechaniasm which may give
rise to these models will also bo discussed.

Its Section 3., general methods will. be stated by which Aettct~ion probability can be calculated for
arbitrary fluctuations. Also in this section, a number of methii~s will be stated oy means of which the
actual ta-ak of calculation can be ,reatly simplified.

In Section 4,, detectio.: probability results will be givtn (oL appropt'iate literature referred to)
for the three families ins ..&ced in Sec.ion 2. The methods by which these rebuirs were obtaineil in kiome
cases afford exaw*)es of t.he simplified (buz still very accurateN mn.hods stated in Section 3.

Section S. gives a very brief discussion of some related topics, chiefly the relation of target

fluctuation models to more intricate types of nignat procersing.

1.2. Assumptions for Radar Detection Anaslysis.

The radar receiver model upon which the results of this paper are based is tlee one conventionally
eaployed for detection analysis, as in Figure 7-1.

The input to the detector can be written as

detector input wv(t) exp~jt 1

where Jt()

w - IV frequency (radians/see)
v(t) a complex envelope of detector input

Let

vi complex evvelope of dete tor input at
the time epoch of the itil sacple.



IV !2 v (2)

(The const~int 1/2 it for a-l.~ytic coneiwz.ence and invzlvec no lose of generality. It Is aloo tile caxe
that Lhe enstsing resuilts arL not senaitive to the specific detector 1:.w assumed,)

The intc,3rat-d tsignal V is

.V aIw (3)

where at, are positive corstants.

Tile signAl-re-noise ratio for tile I th sample will, be denoted xi, i.e.,

X,.ratio of sijinal energy ro noise power density for the I th sample,

The noise will be assumed to be Gaussian and independent from sample to sample. This does not ne-
cessarily restrict consideration to thermal noise in the receiver.

Some additina"l comclents and assump~ions are as follows.

(a) Thle term "sample" is used here instead of "pulse") although in most cases each pulse may in
fact be a separat~e sample and vice versa. Plk-ever, the analysis applies to some cases wahen the concepts
of pulse and saopie may not be !dentical. For instance, a sample may consist of a matched filter response
(at a specified time instant) to a pulce burst, or to a coherent palse train.

As an example, suppoae the radar is fully coherent for the duration of a target illumnuatien tim.e,
i.e., all pulaes during the targt~r illumination time are coherently processed. In that case, N a 11 i.e.,
the number of samptes per illumination time is one, although the number of pulses may be greater than one.
Moreover, the assumptiins of the analysis are satisfied.

If the radar rcoherently processes several non-overlapping pulse trains (e.g., pulse. bursts) during
the illumination time, then the atnumptions are still satisfied but each raeyple correspt-nds to several
pulses. if the receiver coherently processes overlapping sets of pulses (as in a pulse-cancellation NIf~
receiver), the assumption of sanple-to-sample noise independence is no longer satisfied but it may still
be possible to apply the analys~s approxtmately.

(b) It is asisumed that the target signal strength does not significantly fluctuate within the co-
herent processitng time of the radar receiver. This assu~jption is usually true unless the coherent pizoces-
sing time enttendt over more than one pulse.

If the a'nsumption is violated, the signal phase fluctuationa are generally of greater significance
to the resulting performance than aer the amplitude fluctuations.

1.3. Signal-to-Rholse Ratio Fluctuations--Effects on Detcection Perfornenece.

In general, due to a number of factors. particularly but not exceluaivel!, the fluctuation of target
radar cross section (RCS), the signal-to-noiso- ratioso are thelocelves random variables. Subject to tiý
assumptions j&ust stated, the effect of fluctuations on ettection performance can be entirely specified by
the joint probability density furction p(xl,...,xDN) of the signal-r~-5-ise ratios for the N samples.
Thus, the required target model muct be capable of predicting thip joint probability densityý

TIhere is one condition under which tht. required specification Of target fluctuation is touch simpler.

Specifically, if the ails all have the same value, then it can be showmn 'Section 3.;, also Ref. 2)
that the effects of fluctuation on detection are entirely determired by the pro~b~itity distribution of X,
where N

X (4) x

We shall use thit, fact exetnsively in what is to follow. !n this connection it is convenient to stats the
following definitions: let

N
Xmean of X -E x (5)

where x i are the ensemble 7eans (over the signal fluctuations) of x L.

x~~n av.erage sigr~Al-to-noist: ratio (SXR) 1-sample N(6)

Ve may also define the second moment of X in terms of the second order moments of xi, iL 1

Specific formilas to be given in Section 3.
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•(x) Z 1: F •(x A (7)

2 2,(7
vari.ance of = ,,2 - (8)

')iScussion of the Assumption That at, - Constant (Independant of i).

The assumption that *i a constant (iandependent of I). i.e., that the video intojrator forum a uni-
formly weighted sum of detector outputs, is al.-ost universal in tadar detection analys•.s and is the basis
for virtually all published detection curves.

Such an assumption is physicolly true in sine caises (e.g., iW wmny autostic radar video pro-essor.)
but not ir. others (e.g., when integration Ls performed on a CRT).

.le probability distribution of the int•grated signai-plus-noise V can be ob.ained without this as-
sumpcion (e.g., Ref. 3). Extensive calculations based on the repults of Ref. 3 have not been carried ojt
to the author's knowledge.

A limited amount of analysis of detection probability for the cast of non-constant Of (Refs, 4 and
5) indicates that the results for non-constant ofi can be clojely approx'rated by those for cConstant ai 'f
in the latter case, the "effectiv.." value of N is approptlately chosen. Ho',ever, more work remains to be
done in this area.

2. CATEGORIES OF FLUCTUATION MOULT.S.

A major portion of the results to ,e stated will be devoted to treatment of three families of RCS
fluctuation models which have bc1.% observed to characterize target populations of interest: the chi-square
famEly, the Rice family, .nd th•, iog-normal family. These fariiLes are much more comprehensive than the
conventional fluctuation s..-nls (which are special cases of the chi-square family). It is not contended
that even these more comprehen.!ive families describe all targets which may be of practical interest.
However, they describe, at least to a good approximation, a !.de ivariet7 of target populations.

2.1. The Chi-Square Family.

2.1.1. Definitions.

A random variable v will be said here to have a chi-square distribution if its probability density
function (p.d.f.) is of the form

,V, -,) -)t) , v > 0 (9)
, v . v

where

v mean of v (10)
-2

variance of v

Some notes on terrtinology: in statistics texts, the chi-square density functions are defined as in
Eq. (9) but with the additional requirement that r a 2k; thus the conventional statistics text definition
as that of a one-parameter family. Our chi-sqare family is a two-parameter family with 7 and k indepen-
dent param*ters; it is the tame as the conventionally defined chi-square family up to ai. additional scale
faator 7/2k. (Our family is also equivalent to the ga& a distributions of statistics (Ref. 6).)

Also, in statistics texts, 2k is called the "number of degrees of freedom" and is an integer. In
our usage. 2k is rot required to be on integer, i.e., va will allow k to be ary positive real number, al-
though we will so'iWAes borro-; the conventional termt-nol.ogy and refer to k as "half the degrees of
freedom.."

When the Individual signal-to-noise ratios xi have chi-square distributions, we shall refer to the
fluctuation model as "wide-sense chi-square." The p.d. f.'P of the individual i are then obtained by sub-
otituting, in Eq. (9), v a xi, 7 ft Ti, k • ki (the individual samples may conceivably have different values
of k,, although most of our tre-.tment will be devoted to cases in wnich ki - k is not dependent on i).

When X * TF x4 alo has r. chi-squar- distribution, we shall say that the fluctuation model is "strict-

somse chi-square" and the paraneter representing half the degrees of freedom of X will be written:

JrX K/ 1
-X) -- L k a.(K- X > 0 (11)

0 , X-9O

Thus, k will denote the degree-of-freedom parameter for the individual samples and K the parameter
for the su.. variable X.



Also. as defined in Xq. (6). thi average single-sample SHR i is by definition I/:, or in other

words -N7

2.1.2. Reletitn of k !a K.

111.ce are three speciat cases in %hich X is exactly CLi-sqlarz distributed if the individual samr.ea
nro S.Lt-fiquare dist•ribut,:d:

(a) Rapid fluctuation with x, drawn from a cormmn chi-square distribution. "Rapid fluctuation" is
defined to mean that the values of XI, i *., are all statistically independent.

(h) Slow fluctuation vith t:.e samples having a ccmon k, but not necessarily comnon means. "Slow
rluctu4tion" to defined to mean that the values of xi/•i are all Ue.•.ical. I - 1... ,N.

(c) Block-correlated fluctuation with j•mples from a co no distributLon. "Block-correlated"
fluctuatioit is defi-ed to be a case where the N ssmples can be subdivided int3 F equal-aized groups, with-
in each group the samples are cli equal. but they are statisticalLy independent fru,. group to gr-,cp. F is
calLed the number of independeot ssmple groups. Thic model wouLe characterize a case in which a target
would bo slowly fl:ctuating In the absence of frequency diversity, and In which F different frequencies
(sufficiently separated) are used. with N a multiple of F and an equal number of samples at each frequency.
(The samplea in each block need not be Puccessi¢e scmples.) 1he relation of k to K in each of these cases
is-

Tvve of FIc.;ctwvtion Relation of k to K

Rapid K a hN
Slow K - k
Block-corre.,lated K - Fk

For more general types of correlatiou, X will no longer be exactly cbl-square even if the individual
sauplea are. However, X will be well approytimAted by s chi-square distribution hcving*the same first and
second momentit as X, i.e., the distribution of X will be approximately chi-square with

N
F_ -X(12)

L-I

K (- )2 (13)

variance of X

The variance of X is given by Fqs. (7) and (8), Section 1.

The approximation of a distribution by a cni-square distribution having the same first and second
moments as the given distribution is equ"velen: to using the first term in the Laguerre varies expansion
(Ref. I, p. 189). Thus, we art- saying chat if the individual samples have chi-square distributtons. the
distribution of X can be.vell approximaLed by- the first term in its Laguerre series expansion, for general
correlatton properties.'

In the block-correlated case, if the F blocks are not all of equal size but are of approximstely
equal size, then X is not exactly chi-square distributed but it is approx-eately chi-square and to s very
good approximation K - Fk. For example, this holds if there are F blocks and N is not an exact multiple
of F. but the left-over samples are assigned to blocks as evenly ts possible. (E.g-., if t~,re are 23 sam-
plet. and five blocks, with two blocks containini- four samples and three blocks containing five samples.

2.1.3. Relation to SaerLing. Marcum, and Weinntock Cases.

Sverliug and Marcum cases are special cases of strict-sense clhi-square cases:

Model Value of k Value of K

Non-fluctuating UO a
Swerling I I 1
Swerling II 1 N
S•erlin_% 111 2 2
Swerling IV 2 N

In Odkition, Weinstock (Ref. 7) ir.vestigated RCS fluctuation models for a class of objects consist-
ing of lorng cylinders and cylinders with fins with the objective of seeing whvt'er their fluctuation sta-
tistics could be approximated by chi-square statistics. When the ;ZS patterns of' such objects are vitued
at randomly sexected aspects, he found that the best-fitting chi-square distributions have velues of k
less than unity. s•ocifically, k could tall in the range 1/3 _1 k ; I. *" Thus, cases in which the indivi-
dual samples are chi-squzre with k < I will be cAlled Weinstock models.

P-rovided the individual samples are chi-squara distributed.

The prectne acc.orakefs tchieved have not been systmemtically explored for all conceivable correla-
tions of xi. This would form an interestint Vaster's Thesis. A possible approach is to calculate the
second or higher terms in the LAguerre series.

It is also true that Weinstock found that even the best-fitting chi-tsquare distributions did not
give a very good tit; this and the discussion of Section 2.4 suggests that perhaps a better fit could have
been obtained with log-nermal distribution-.



This brings up an irportant pont," the fluctuation models of Physical interest are not bracketed by
the Swerlirng and ,arum niceela, nor is the probability of detection beavior bracketed by that for Sworlinq
and Harcum modele (se. further discussion, Section 4.5.

2.2. The Rice Family.

2.2.1. Definition.

A rando, variable v will be said to have a Rice power distribtution if v has p.d.f.

v(v'3,* a expj- x - v--1`(v7} v >o (14)
0•o v * 0014

where I modified Bessel ýuncticn of order ze:o (Ref. 1, p. 167).

It I's also convenient to define a parameter d by

2
s - •'•_(15)

in terms of which the Rice power p.d.f. is

0 to 0 0. 0

When applied to the distribution of individual samples x of SNR, the p.d.f. is given by simply oubstituting
xixi for v inEq. (16).

2.2.2. Relation to Chi-Square Family.

i. e Rice Power distribution is well aýTroximsted by the first term in its Laguerre series expansion,

i.e., by the chi-square dictribution wtth the same first and secod moments.

The first two moments of the Rice Power distribution are

•n - *- 0o(1 + 8) T •(17)
: 2

variance o (1 + 2s) (18)

Thus, the value of k for the approximating ehi-square distribut-l.n is

I2
k -I + - (19)

(When s - 0, the Ricc distribution is exactly the chi-square with k a 1.)

In this connection, we ny note that Scholefield (Pef. 3> treated the Rice model of RCS fluct'rtion,
doing tv things:

(a) Calculating detection probability of Rice-fluctuating targets.

(b) 3tatinM correspondence between Rice aud chi-square fluctuations.

The first he did correctly but the second he did incorrectly. For erample, he states that Swerling
Cast III (with k - K - 2) corresponds to a - 1ý However, from Eq. (19), we see that k - 2 actually cor-responds to a - 2.4, while k - 4/3 corresponds to 2 - 1. This is confirmed br detection probability cal-

k culation (see Section 4.).

2..i. The Log-Normat Family.

2.3.1. Definition.

A log-normally distributed random variable is one whose logarithm has a normal distribution. For a
rwndom variable v, the p.d.f.'s for the log-normal family are

w(v,ct~,,cr ezpf--- t 2-; v >0 (20)
a, v5 0

wnere
a median of v

a - standard devi•tion of A v%

Often in the literature the svmbol to denotes average receiver noise power; our use of this symbol
is different, i.e., it is a parameter of a distribution of SNR or of RCS.
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it i~j brb, to inepv . s hetung defined by Eq. (21) and as being sim.ply an alternate form of
cateting !,e parardetzr 1.Zle paranmeter 7,deternirnes the slope of the straight line representing the cuimu-
litive log-normil distributioni on nrrmiat probiability paper.

For aIn es.,ctl'. lig-normal distribttion of v, We May also Sdy that

- -ratio c~f wean to median of v (22)

j .I (vzere v, seco-id maoment of v) (23)

Ioty.ever, for a rando . .arz:thle v which is approximately but not exactly log-rormal, the value of o
for the best -approximating log-normal distri'ittion does not ne'-e3sarily satisfy either of the relations
(22) or (23) ir. terms of the actual -.:nents of the origi7al random -;ariable v or of the data.

2.3.2. Distribution of :4.

When the individt~al. xi come from' & comtAn log-normal. di-%tribution and are slotwly fluctuating, X1 is
also log-normal with the same valu:: of c, asnd mrdian a No,.

in other cases. X is not exactly log-normal. There ia some evidence that for a moderate number of
samples. the distribution of X ia well approximated by a lag-norcal distribution. However. the moments of
the best-approximating log-normal distribution are not the same as the acr-tal moments of X, aad at present,
rno general methot' is known of determninng the parameter a (or P) for the best-approximating log-nortal dis-
tribution to that of X.

2.4. Phyrical Sr-attering iýeehanvisms Associated with the Three Families.

It is important f-3r purposes of radar systems analysis to have some understanding of physical scat-
tering mechanis'fs which lead to given RCQ itatis-ics, wet Just in the sense that a specific target is ob-
served to nave given statistics. but Lin a theoretical srase. Here. "'theoretizal" is not usee in opposition
to "Practical". rAthe'-, it refers to a case in which giver RCS statistics can be mathematically derived
frota a scattering model, in the sense that Rayleigh amplitude statistics (i.e., c'hi-squatc with ht - I power
stWt ics) are mathematically derivable fro= a many-scattartr mechanlara. Of course, the majority of -!al
terge-i are only approximations to the ideal scatte-ing mechanisms which theotetically Sine rise to given
distributions: nevertheless, it is necessqry to understand what ideal mechanisms may produce given
statist i-sx

The reouirement for such understandin; arises from those cases (which are more comon than any
others) &n which measurement data are ,ieargentary or haveL 3ignificant gapp and in which no exact physl'¶tal
description of the target or target popvlation is available. lit such case.i, we may wish to (a) extrap ste
statistical nodels to parimeter regions where me-.stt-ea --t data are lacking, 'rr (b) hypothesize a variet.
ofZ possiblc -ttatistical target modci!j.

The second point is particularly Important. V'ner. data arnd detailed phy~sical descriptions are lack-
ing, the s:andard method of approach is to postulate a variety of statirrical models which are thought ts
brack. t the behavior of the target popt .-ion of interest, and then perform radar performance analyses for
a variety of such models, notisig the perforaotice senaitivity tc the apsuitaed model, attempting to choose
design configurations whose performance is relatively insensitive to, the statistical model etc.

Howeve7, it is essential that the postulated modlels be: (a) selif-conslatent, (b) consistent with
possible physical scattering m-tchazlsms, and (c) consizicent witi-)ituch -ossurmexaet data as has been
observed. It is rer, dis~ficvlt to postulate consistent aodels of this type without some understanding of
idea; scattering mechanisms which can produce given RCS statistics.

Section 5. giver a ckw:e detalied discussion of this, with sevmrai apecific examples: postulation of
models for flucruation behavior of a target vith resrect to f-equency diverslityF, ani postuletion of models
for de!ýcctian aaalysis of largets which ar- extend;-d0 in rang-! com-pared to a range resoll-ti.3n cell.

Lach- of tl. e examples is sii139:%jSJd With respect .o models calling for Rayleigh RCS stsa.'tics,
L~ice RCS statisttcs. and log-normal RCS statistics. Tnene exampics illustrate why a lack of understanding
of theoretical scattering 'cechartisas, whirt can give r~'.e to given statistics, can be a stumbling block In
postulation of consistent models.

2,4.2. Physical 11odcla iar Rice avid C'di-Square Dist:ibutlons.

.t is of courae well. kn,.wn ,h.%t the Rtyleigh amplitude distribution, i.e., the exponential power
distribution (chi -6quare with k -I or Rice with & O a'&rises from z many-scatterer mechanism, which is de-
fined to -~e a mecl-anisn witi: a very large number of scatterers, no one of which ever contributes more then
a small fraction of the returned pots'e, and which have random relative phases.

A Rice distribution of radar ctses section with naramerers *,* and s arises frcoc a se,,tterer with a
many-scatterer component whose average RI.S is *j, plus a Single nn-fluctuating scatterer hiving RCS equal
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to aO-. The relative phases of all scatterers are assumed random. Thus, a rclnescnts the ratio of RCS of
the single acatterer to that of tliz ?yleigh compon~ent. flits is often called a "single predominantiiscatterer" rw'iel, altnough ye do not require that s be greater than unity. Possibly "single significin't

The chi-squaro distributions hav2 been observed empirical~y to give a good fit to L.he RCS distribu-
tions of vAny typexi of targets. However, except forkn I,1 there is no theoretical scattering mechanism
which exac.tly gives rise to chi-square distributions. * Wz previously noted, however, that the chM-square
distribuf~ion3 for kt > I are good approximations to Rice distributions; thus, the chi-square distribitionp
can he theoretically explained by a single-rredominant plus Rayleigh iridel. The chief reasons for consi-
deration of the chi-square family are that: (a) probability of dete%.tion curves are available and eas'ly
calcul~ited for tht. cooplete chi-square family (both strict sense and wide sense), and (b) sovie chi-square
cases of interest have empirically been found to correspund to kt < I (Ref. 7) which does not correspor.1 to
any Rice distribution.

2.4.3. Physical K~idels for Log-N~ormal Distributions.

A log-rnormal distribution theoretically arises from c product of statistically ii.dependernt random
variables in the limit as the number of factors increases. The difficulty in ey.plafning log-normal ampli-
tude statistics of radar targets on this basis lies in the difficulty of identifying a product of ind-tren-
eent or approximately independent randomu variables with radar targets. progress along these lines has
baeen made recently. The results to be ttated are due to Drs. R. L. Mitchell end G. E. Potlon.

At first step in the direction of unederstanding the scattering mechanisms underlying approximately
log-normal implitude statistics is the obneivatxots that the amplitude distribution cf the gain patterns of
directive anzennas, viewed at randowly chosen aspects, tenda to be approximately log-ncormal. This has been
noticed by deriving emnpirical distribution functions for such gain patterns. This also suggests that the
radar cross section patterns of highly directive scattererz such as flat plates viewed at random aspects
may give rise to log-normal RCS statistics, vpproximately (Ref. 10). This, however ini still an empirical
observation rather than a theoretica-l ex~planati~on.

Dr. t~erald Pollon has recently d4eve~oped (Ref. 11) an approach to th.. formulation of a theoretical
explanation of why sufficicntL~y diren-tive scatterers gii-e rise to appraxlnstze log-normal statistics. This
approach succeeds in identifying the RCS of directive scatterers with a product of approximately indeper.-
dent randon. variab~es. Thus, this approach resalts in a theoretical moedl to explain why directive Sect-
terers give rise to, such rtatistics. This method also has promise of being able to yield quantitative,
al~jeit approximate, values for the parameters of such distributions.

A great deai of further work remains to be done relative to physical scattering machanisma underly-
ing tirgetb whose tICS statistics art. observed to be log-normal. Some additional avenues of investigxat~on
would include:

(a) RCS statistics icr the 1.1esor sum of several directive scatterers.

(b) RCS *,tatistics for the phasor sum of a directive scatterer and a Rayleigh mechanism.

It may also be noted that actual scattering patterns have a finite peak value and hence the RCS sta--
tistical distribution cannot be exactly log-normal. Possibly trunzated log-normal statistics wil, give
better 'it to some observed distributions.

* 3. DE~TECTICIN AND~ ACQUISITION PPOBA3III.ITY.

3.1. Gm~erp! Exact Formuxlas.

Recalling Section I., let V be the final integrated signal-plus-noise variable which is subjected
to a threchold test for detection on any one scan.

P(Vx. \) prcobability density fi-nction of V (24)
conditional on a specific set of
SNVSxI "IN

and

-~ll . IN N) - je_ dV (25)

- characteristic function of V condttional
on & specific set of SNR's

Finally, let p(x,,.,.,x..) denote the joint p.d.f. :if

Then, the unconditional p.d.f. P(W) and its characteristic fu~nction (i.e., Laplace transform) C(t)

are given by

Mathezatically, a chi-square dia'.ribuzion with 23, degreics of freedom, 2k an integer, res.ilts from
the sun of squares of 2L inl,'peadent variates drawn from a cotrn Gauassan dittributiý'um. For kt 0 1, one
cannot exactly identify a plhysical scattering iaechanism with such a -%um cf squareo..

For positive randosz variables, the churacteristic f-inction can, if we wish, he defi.ned with 1: real,
i.e., as the Laplace transfori- of P.
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P(V) PvkI ..... Ix p(x ,....x ) dx, ... dx. !26)

S,:) - •P(V) e-t dv (27)

- • C('Ix1 ... x) d•x) ...

It is veil known (assuming uniform weigh:a in the video integrator, i.e., at constant in Figure 7-1)
that c(tlx. ... ) is (Refs. I and 21

C(tlx ... x)-titX) - i+t)"N exp L-l+t!' (28)

,,ere

X 2: 1 (29)

and
N-1

P(V~xl....,,) -?(vlx) - e _ l-l(2X£) V >0 (30)

These are the exact formulas whereby the p.d.f. of 'V" can be determined for arbitrary joint distri-
butions of Xl, ... Xn. By combining Eqs. (28) and (27). another conve•ient form for C(c) zan be stated:

CM(t) (1+t)0 (31)

where o(t) it t.- characteristic function of X:

C(:) - e cx p(X) dX (37)

p(X) - p.d.f. of X. From Eq. (32) the first n moventb of V ci•a easily be determined in terom of the first
n iwnnta of X.

3.2. The Representation Problem.

One of the problems in using the above-stated formulas is in representing the joint P.d.f. of
xl,....aN for general partially correlated cases.

For fast, slow, or block-correlated cases, the representation is simple: it is merely the product
of the p.d.f.'x of the indeferidznt- samples, regardless of what form these p.d.f.'s have.

For more general types of partial correlations. vw cao still give the representations for any ca es
in which the saop*es can be expressed as functions of Gaussian rando*m variables. These include the chi-
square, Rice. and log-norml families defined in Section 2.

The general method is:

(a) Express x 1,... aN in terms of a set of Gaussifin random variables which may be denoted by a
vector t.

(b) Express the integrals in Eqs. (26) - (27) as integrals with rzspect to a joint Gaussian density
function p(B), i.e., replace p(x 1.... r.N) 1xI ... dN by p(E) du and replace by the appropriato
functions of the components of u.

•rne general joint Gaucsiaui distribution for u is

p(u) - (2n))"ni A112 exp t- 1. r iC(ui - u -)(u (33)
ij 1

whe -e

9ij - inverse covariance matrix of u

A - determinant of (9ij)

Here n is in general larger than N.

The application to chi-square, Rice send log-normal familiis is as follous.

3.2.1. Chi-Square (2k - integer'.

If tle -r4clidual xI are drawn from a comon chi-squrre distribution, then wt can write

Xhr2k 2 eh os

where u,, are r.4ussitn, zero-muan and1 have correlation properties expressed b)y
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E(u ij utit) .=iJt'J' (35)

=* 0 o . - " and j j (36)

iJiJ T •J 'IJ' for all iJ.J' (37)

Conditions (36) and (37) are required if xi are to ie exactly chi-square distributed. If these conditions
are omitted, x. Iill still be approxi.ctelv chi-square, in gen?ral with 2k non-integral. Otherwise,
Ai'J- is an arbitrary correlation matrix. with i - 1,.. .,N, j - 1,...,2k, and similarly for V and J.
Thus, u has components uij and n - 2kN in Eq. (33).

RPeference 3 has applied these representations to determine C(t) even when the video integrator

weights (a I in Figure 7-1) are mot constant.

1.2.2. Rice.

If xI are Rice-distributed, then they can be represented

x r 2 ( 2. + +U2(38

wher u il and u 12 are zero-mean Gaussian and

£ [ui1 uij " jilji,j, (39)

where i,i' = 1,...,N and j and J' take on only the values 1 and 2. 11ijtlJf i'J a correlation matrix
satisfying

S'•tit'J 0 if i - i' and j J, (40)

S•tll "•i22 ' all 1 (41)

Then, u has 2N4 coponents, u I, u 4 2 , I ,...,N.

3.&.3. Log-lNorwl.

For partially correlated log-normal samples x, ... ,xI , it is not necessary to replace p(x.,...

by p(u!); the joint p.d.f. of x 1 ... ,xI can be expressed dirbctly as

Vl/2 -IT (... (42)

iJ I In

where iJ is aa arbitrary inverse covariance tatrix and of are arbitrary positive constants.

As a technical point, it may be nottd that the above methods do not generate all p&ssible joint
p.d.f.'s of variables which individually have cht-square, Rice, or log-nornal distributions, because It is
possible for random variables to be individually Gaussian but not Jointly raussian, i.e., p~j) given by
Eq. (33) is the most general Joint Gaussian p.d.f. but does not represent all possible joint p.d.f.'s of
variables -hich are individually Gausslan.

3.ý. Power Fluctuation Correlation.

Often the observed data consist 4f amplitude-only or power-only observations anv not oserlrations of
phase and amplitude (or of sine and cosine components). In such cases, it my be possible to derive only
power correlation functions directly from the dat.A, so it io useful to state relatlons between the power
fluct-mtien correlation and the crrelation of the Gaustian variables by which R.ce, chi-square, or log-
normal variables may be represented.

3.3.1. Rice and Chi-Square.

The general method of relating the power-correlation functions for Rice and cht-sq-sre variables to
the correlations for the components of u in Eq. (33) is as follows: simply expreps the Rice or chi-square

variables as in Eqs. (38) or (34) an6 Thn apply the well-kaon formulas relating fourth-order moments of
Gaussian distributions to second-order -oments. The relation of power correlation to the correlation pro-

parties of u is of course not one-to-one: many different correlation matrices of u can give rise to the
same power correlation properties.

The following exaupler arc uot for the most general cases given In Section 3.2., but .hey illustrate
the method.

r



(a . (nclu.. u.: f . .. tt U and u.• of Eq, (38) have correlation properties

M.I . U.-) - 0 all i'j (43)

E (t. L1 JI) - E(u L2 u1J2) 0 to Ij (44•)

vhere -i is a correlation twtrix with *jj - I but otherwise arbitrary. In Eqs. (43) and (44), we have
changed 1he subscript notation sonewhat from Eqs. (39) - (42): the indices i and j take on the lues

- 1... N• and j n . i.e., I' is replaced by J. Theo the power fluctuatior correlation is

- - 2 4
E(Uix x i x . o toJi + d2 o ": j (45)

The mean value of Y L is

i -o +L d- (4(l+). 1i U 6)

(b) Chi-Square itt. k - 1r2. Suppose o l . Uus with

ui uj - CD , (47)

where •tj - correl-.Lon ma•trix wl.th ti -I

Then

E(x) -i xi xj 0 2°ij (48)

uli
(c) to&,Normal. Let 3c, . e , where ui are jointly Gaussian, with

u L " 'Y , &Il 1 (49)

E(uiu, • 2 a Tj (51)

Then E N iXj - -' j s d' - 2 2 o - 1] (52)

x - a exp(a 2 /2) (53)

3.4. Exact Distribution of V When X is Cht-Squate Distributed.

Another useful exact formalt is that for the p.d.f. of V when X is chi-square distributed. In such
a caLe, the chi.square p.d.f. given by Eq. (11) can be combined with Eqs. (27) and (28) and the resulting
integral evaluated exactly. The inverse transform can be determined from no. 581.1 of Lf. 12, the result
being that the probability density function of V is

I(V %ge.~r l K~1  ~ -V FI ~ 3* V0(54)
1 K 4VKNd

uhere F1 Is a conflutnt hl;pergeo•etric funption (see Refs. I and 13). Despite its formidable appearance,
4q. (54) can be easily used for purposes of calculation since rany standard handbooks (e.g., Ref. 13) give

series expansions of IF1 (see Ref. 14 for the case K - 1/2).

3.5. Ceneral _rinciples Leecing to Simple Intrrpolation Fo.•ilas.

From the basic results expresses .bove, it is poerible to state some general principles which lead
to methods for calculating results in rony 3pacific cast* which are exact, or are good to a ver" accurate
approxtnetton. but are ouch s*.ler than the evalua.ion of the integrals appearing in Eqs. (26) or '27).

These principles are predi.tated on the assumption ai, - constant in F.gure 7-1.

3.5.1. First General Principla.

For any type of fluectuation, the detection probability results are exactly the same as for a ilowly
fluctuating target in which the ind~vidusl samples hive the sae probability distribution as that of X/.;.

3.5.2. Secoad Principle--,iethod of Obtafning Results for Block Correlations from Results for Rapid
Fluctuations.

7he next principle, der!-table ftro the first, applies to any i. t fluctuations and enables une to
deteratne detection probability for block-correlated fluctiationo if :he rziults are know-a for rapid
fluctuations.
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For any di'trLbucion of the individual samples xi, and for any given detection probabili'y P.. false
ala.m number n, number of integrated samples N, and number of independent groups of samples F. let

x{NE) * average per-sample SNk required to
achieve ?D

L T1 T(NF) - incoherent integratiou loss for N inte-
grated samples, for a slowly fluctuating
target whose fluctuation distriLution is
the distribution of the average of F in-
dependent samples of the original distri-
bution of xiL

.t is, L,.(NF) is the incoherent integration loss for integration of N samples when the target fluctu-
atiar mode?'1s fixed and corresponds to X havit.g the same distribution as the sum of F independent san,.lee
from the original distribution (except for the scale factor N/F).

Both V and L T T also depend on PD and n, but this dependence has been omitted for notational
convenience.

Then. emipressing all terms in db, we have exactly

(NF) - (F.F) - (db + LI(N,F) - LI(FF) (55)

In Eq. (55), N/F (db) means 10 loglo(N/F). The integers F and N satisfy the relation I 1 F V; N.

Now, F(F,F) is the required per-sample SNR for a rapidly fluctuating target with F integrated pulses,
The quantities LLqr can be determined exactly from the results for a slowly fluctuating target of the type
tndicated in the definition of LI NT.

For all the families considered in Section 2., it has been found that, to high accuracy (order of
.5 db or better), the integration loss LINT is approximately equal to that for non-fluctuatirZ targets
(Ref. 1, p. 225).

Thus, to a good approximation,

Z(NF) - 3(F,F) - (db) + LIN (N) - LINT(F) (55a)

where LI.;T(N) is the non-fluctuating integration loss for integration of N samples, and L£(F) is ti-e
non-fluctuating integration loss for integration of F samples.

When applying this to completely different types of fluctuations than those which have been con-
sidered 2ne would have to re-check the replacement of LINT by that for non-fluctuating targets.

However, it should also be noted that the accuracy of the results based on Eq. (55a) is Increased
since LINT caters only as the difference between L at two values of N, and this ts even more acciurately
represented by the corresponding differer.ce for non-fluctuating targets. In most cases that have been
checked, the error thus introduced is actually of the order one- to zwo-tenths of a db.

3.5.3. An Interpolation Formula for Chi-Square Distributed Fluctuations.

Another formula derivable from the first principle stated above, which is of great use in Jeriving
results for the chi-square family, can be stated as follows: for any given det.ection probability PD and
false alarm number n, let

7(N,K) - av•rage per-pulse SNR required when the fluctuation distribution
of X is chi-square with parameter K

L I(NMK) a incoherent Integration loss for integration of N samples, when
the distr2%ution of X is chi-square with parameter K

(• and L.IN? also dapend on PD and n.)

Then, for any two valucs of 1., say N and N' (either of which may be the larger)
N,

- •(N,K) - j- (db) + L .(N',K) - L ,4r(N,K) (56)

where ll quantities a&-e expressed in db. Equation (56) is exact.

For the chi-square family, it can be verified that the difference of integration losses is equal to
.hat for 2 non-fluctuatiing target within one- to two-tentns of a db, so that we can write to a high degree
of approximatiom

K (X,K) - 2 (db) + LrI(N'7 - L11 (N) (56a)

where L NT(NI incoherent integration loss for non-fluctuating targets.
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4. SPECIFIC DZTECT10 PROMBlMAI.[T RESULTS.

4.1. Detection Proegability (or the Chl-Square Family.

4.1.1. Statemenz of Results.

Ftgures 2, 3, and 4 present probability of detection results for cases when X is chi-square distri-
buted with 1/2 4 K 9 a0 N - 1, 10, lGd, and n - 1010. The results can easily be exten 4 ed to other values
of N and n (see belowl. 'Me right-hand vertical scale Is K; the horizontal scale to average per-pulse
SNR W V ./N in db.

T!hese results car, alsc be utilizoe whenever X has a distribution whir.h can be well-approxlated by
d chi-square distribution. For example.

(a) When the individual samples xi are chi-square distributed, for zny type of correlation, X is
approximately chi-square with K given by Eqs. ( D), (7), and (8).

(b) When the indlvidua1 xI have Rice distributions, X will also be approxtmatdly chi-square distri-
buted vith K given by Eqs. (13). (7). and (8). The aeaas and variances of xi are given by Zls. (17) and
(IS). An equivalent result is obtained by approxicuting the xi distributions by chi-square distributions
with k given by Eq. (19), and henceforth treating them as chi-squcare distributions.

(e) Section 2.t.2. staates cuses in which X is -xactly cht-squire distributad.

4.1.2. Meth-.d of ObteiNing Resulte and Estimted Accuracy.
The results stated !n Figures 7-2 to 7-4 for 11F K-1- vwe obtained very easily from previously published

results for the non-fluctuat~ng and Swerling cases (Ref. 1), aided by the irterpolation formula Eq. (56a).
Alao refer to Section 2.1.2. and Section 2.1.3. The points for K - 1/2 are the only ones for -hich new
cemputations were required.

(a) For N 1:

The: point K - I is Swerling C:ase I

The point K - ? is Swerli.•g Case IIl

The point K - 1000 is witein .1 db of non-fluctuating

The points K - 10 and K 20 were obtained by first determining Z(10,10) and 3(10,20) from the published
results for Swerking Cases II and 71V for 1i - 10. and then utiliiing Eq. '.56a) with N' - 1.

(b) For N 10:

K- I is Swrling Case I

K , 2 is Swarling Case ITT

k - 10 is Swerling Case II

K - 20 is Swerling Case IV

K 1O000 is within .1 db of non-fluctuating

The points g - 100 and K - 200 were obtained by determ'ning !(10,100) and 1(100.200) Zrom published
results for Swerling Cases 11 and I-•, N - 100, and then applying Eq. (56a) with N' 1 10.

(a) For N 100:

Kg I is Swerling Case 1

K * 2 is Swerling Case III

K - 100 i 5uerling Case ii

K 200 id Swerling Case IV

X - 000 is written .1 db oZ "jn-rluctoatLng

The points k 10 and K a 10 were obtained by determining 7(l0,10) and Z(10,20) from Swer,%., Cases 'I and

IV, N - 10, and then applyirg Eq. (56a) with N' - 100.

In all cases, the point K - 1/2 was determined by applying the exact, formula Eq. (5}4 (sea Ref. 14).

The results presented are eastiated to bt accurate to ,itbin .2 to .3 db. The error budget can .•e
estimated as follows:

(a) The points for K - 1/2 were calculated from tI-e ex:act formula, Eq. (54); however, a series
approxizsaton for IF 1 was used. which could introduce errors of .2 to .3 db.

(h) The points v','ch are taken directly from published results for the Swerling and non-fluctuating
cases have whatever ac-uracy those results have, taking into eccount alsc errors in plotting and reading
the clztves in Wef. 1.

(c) For those points w•ere Eg. (56a) was used, the error introduced by using LI for non-fluctua-
ting targets is esticated to be .1 to .2 db at cost.
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4.1.3. Rxtension to Other N and n.

!o extend to otnnr zi, use Eq. t5aa).

To extend to other values of n, ;he false alarm member, the same procedure as stated above can easily
be used to determine results for n - 1 0 ", 100, 100 or ar.- other valvne for which publishe-3 results exist for
Swerling Cases I-IV and non-fluctuating.

Actual*y, for the higher values of K (e.g., K Lý 4), the correction to different n to almost exactly
the same as for non-iluctuating targets. For 1/2 1 K f- 1. the correction is nearly that for K - I
(Swerling 1). For 2 1 K 1 4. the correction is nearly the same as for Swerling III.

In fact, for all values of K, and for I'D t .10., a correction # curate to within less than .5 bcan
be obtained by subtracting 1.0 db from the given values of x (n *0)tobtireusfon 109, and
as.btractIng 2.5 db from 7 (n - 1010) to obtain results froud n - 010
4.1.4. Interpreting itesults ior Cases in Which Frequency Diversity is Employed.

Figures 7-2 to 7-4 are a convenient v.-presentation for picti-ing the geins duG to frequency d%."ersity.
For example, suppose that without frequency diversity, X would be slowly fluc-tvating chi-square with para-
meter K. If F different frequencies were used , separnted by sufficient increments, there would be F inde-
pendent target samples so that accordirg to the rules given in Section 2., X would then be zhi-aquare with
parameter KF. A glance at Figures 7-2 to 7-4 immediately tells how muich in detection sensitivity is gainted
fcr any given detection probability.

4.1.5. Detection Probability for the Rice Fatuily.

Good ap~proxiustions to detection probability for the Rice family can be obtained most simply by ap-
proximating the Rice distributiona of the individual samples by the appropriate chi.-square distributions
having the same aeans and seconds moments.

An illustration of the reb-.'lts is shorn in Figure 7-5, where the right-hand vertical scale is detec-
tion probability. The solid curve is the exact detection probability for a Rice-distribu.ted target with
I : 1, i.e., with equal rower in the predominant scatterer and the Rayleigh component, end for N a 10,
N -106. and slowly fluctuating. From Eq. (19), kc - 4/3 for the best-fitting chi-square distribution and
since the target is slowly fluctuating, kc - K. The circled points are detection probability for a chi-6
square fluctuation with k - 4/3, -N - 10, n - 106 (taken from Figure 7-3, Section 4., corrected to n a 106).

4.2. Detection Probability for the Log-Normal Family.

*4.2.1. Statement of Results.

tagtHeidbredsc and Mitchell (Ref. 15) havG presented comprehensive results for detection probability of
tre*when the individual. samples have log-normal distributions adare tither slovly or rapidly. fluctua-

ting. Figures /-6 to 7-8 show a replot of their results for n -1010 in the slowly fluctuating case (i.e.,
in the case where X is also log-normal with the same value of t;, hence hIe same value of p - exp(o'i2), as
x). Thus, the curves are labelled "detection probability when X is log-normally distributed."~ The dotted
portions of the curves in Figure 7-6 indicate a range of untertainty in readtag and replotting the results
from Ref. 15. Hcwever, extrapolation of the remaining pottion of the curvets, and comparison with those --s
Figures 7-7 and 7-8, wakes it clear that the solid curves are lie correct ones.

Incidentally, by comparing results for N - 1, 10, and 100 shown in Figures 7-6, 7-7. and 7-8, we can
verify that the incoherent integration loss is nearly the same as for non-f'luctuating targets.

Figure 7-9 is a replot of the results of Ref. 15 for the rapidly fluctuat~ng case, n - 1010, 0 - 4.

The reader is referred to Ref. 15 for other value3 Of P in the tapioly fluctuating case and for
other vatlt. - of n.

These results can readily be exzended to obtain dete-tion probabilities for block-correlatead log-
normal cases with the aid of Eq. (55a).

Results are not yet ievelor-ed for generally correlated log-normal models (they camn be obtained by
means of Eqs. (26) aid (42)).

4.3. Ak Ftirther Word on ApproxfImation.

TNo exampeles have been given where good approsizate results cav be obtsined by approximating a fluc-
tuation distrnibtion by the first term in its LaGuerre Snines expansior, i.e., by the chi-square distribu-
tion 1baving the acme first and second moments. These werv: approximation of wide-sense by strict-sense
chi-square cazes, stud approxzimation of Rice cases by chi-square cases.

However, It meet be emphasived that th4te is not a generally applicable approximation method. U'.ny
exaMplas can be given irs which such an approx.mation would give extremely imcecurate results,

For izistance, it is known (Refs. 9 and !.4) that for certain ranges of the parameters, good to fair
chi-square approximctions nay be f~nnd for log-norral discributions an" correspondingly, the detection pro-
bAbility resultv approximate each other, Howe~ er, the chi-square distributions which give the good approxi-
rations are not those having the same- firsr sad second wints as the log-normal distributions to which the
approximations are being made. An attempt to base the approxitationa o moments would lead to large errors.
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Lit AW~tion. Ctere i.t ltanv etsee in 'Ohlch n, g-3od .4proxtuuliions can be found within the chi-square
1aiI kr&, too. eva-pl- - ar, pr % IdvJ bY thle. lo-normai fim! 1'.. , ic other canges of the parameters (see

.1 LAR 1ncessing .in~l largt Moiels.

rTie (oregoing rosAlks and! icc.niq~es can b, applied to S1Rfluctuations regardless of their physical
so~.rce ktarget RC$i fluutjuttons z.r other'h, pravided they are due to fluctuat~tns of the signal and rnot of
th,. average noise fpowvr, rhe reasa is that so long as the SNR fluctuations are due to signal power fluc-
tuations, Ow~ rtvlatij'% between the faist. ,iarm n r.ti and the detection threshold is not affected, however,
if meana nuise power ats.o fluot~tateS, the .leiection threstold necessary to achieve a given false alarm pro-
bability is affacted. !n fact, such a sirtoation generaliv leads to the use of adaptive thresholds to
achlev- constaint false,- ndarm rate f FAR) at the least possible cost iin detection sensitivity.

A large mntaer )f CFAR meth-)ds h~ve been deviged and their performance evaluated; unfortunately thie
b.ilk of vc-rk acco'islished is stitl in the fornn of. reports which have not appeared in "regular" Journals.

Hfere our intention Is merely to cite some examples of the effect of target fluctuations on CFAR
detection. This iffect depends on what typ* of CFAR method is being used. To illustrate,

A comrwri CFAR technique, sometimes teirmed "cel. averaging," involves estimat~lt.n of average noise
level by averagtn& received power iii a s-t ,. tz-olution cells knoun or assumed to contain noise-only of
the s';mie average power as the nalse in. the cell being examined for presence of an target. Analysis of the
letectl ýn performance of sach methods for vario'ts fluctuating zar~et models shows that the relative per-
formance against different kinds Gf fluctuat~ng (or non-fluctuating) targets is roughly the same CS
,..here average noise power is knowan a priori, although the absolute performance for all target models shows
a decreasod sensitivity, the rwgnivide cf which depe:.ds an the number of 1uoise cells available for the es-
tination of average noise power.

Anorther category of CFAX tests, which Uight be termed "single-cell'" teste, involves essentially
teste ior whether a sequence of envelope samples arises from a Rayleigh distribution with statiatical. in-
dependence of samples. The effects of the target fluctuation model way be quite different for these tests
than for the cell-averaging teste; also the optimum design of the tests themselves depends sensitively on
the class of target models againct which ti-e radar ~s assumed to operate. More extensive analysis may be
found in Ref. 16.

5.2. Effects of Frequency Diversity.

Lse of frequency diversity together with pulse integration to smooth o-it fluctuations is a technique
of great potential benefit in- moeern radar. both for detection and tracking. Thus, it becomes of interest
to postulate fluctuation models with rebpect to the RCS frequency signature. Among the il~ortant questions
that may be ask~d for particular rirget populations are:

(a) Doesg frequency diversity always cause fluctuations of RCS for targets which fluctuate with
respect to aspect?

(b) When both fr.z'aeney and aspect fluctuations occur, can it always be consistently postulated
that the samples come frow the same statistical distrib'uc.,,., as when thte fluctuations are due to aspect
changes!

(c) Er'. gen~eral, how a-hould one postulate models of the p.d.f. and correlation properttes of target
fluctuations viti' respect to frequency, given the information that the fluctuations with respect to aspect
have specified statistical models?

Sone ill-istrationx will suffice to show that the answers to questions (a) .,,nd (b) may be negative,
and that the aniswer to qmestlon (c) may not always be obvious.

An example of a 1ype of targtt which will fluctuate vith respect to a~'oect changes but will be non-
fluctuating with respect to frequency changes Is provided by a prolate or oblat:, fpheroid satiaifying the
condition that for all frequencies under consideratton, the radii of curvature are muzch greater than the
wavelength. The RCS of such a t.,rget at any aspect is equal to i.rlr 2 , where rland r 2 are the radii of
curvature at the point on th;2 target such that the tangent plane is normal to the line of sight to the
radar. Coustnquontly. there will be no fluctuation with frequency (so long as I~ < r, and '% «< r 2 ). On
the other hand, trr 2 changes as aspect chankes, so that there will be RCS fluctuations with aspect.

A converse example is that of a sphere in the resorAnce region (I Pd 2rra); here, there will be RC3
flactuations with respect to frequency but not with raýspect to aspect.

Turning to the major categories of statistical target model:

(a) Rayleig.h and Rice. A target which has Rayleigh fluctuations with aspect it- consistent with
a many-seatierer mechanism which -will also fluctuate wxvh resnect to frequency, with the samles of RCS
aloo coming; from an expvinential p.d.f., in fact fror-. the sane p.d.f. as the aspect fluctuations.

The correlation properties with resoect ro frequency will of course be calculated or modelled dif-
forently than those wI~h respect to aspect.

For Rice targets, assuming the prodominint scatterer is non-fluctuating with frequericy~ (a consistenut
assumption although not a nacexesarily true one), the RCS fluctuations with frequency can also bt consis-
tently postulated to be drawn fron the sawe Rice distribution as the fluctuations with respect to aspect
(i.e., they will have the same p.d.f.).
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(b) Lox-,orwal. If a target is observed to have log-normal fluctuation statistics with respect
to aspect changes, it would not ba clear what statistL•| could consistently be poftulated for fluctuations
with respect to frequency unless a phybical mechantsm for log-notma! statistics is known.

Although more work remains to be done, tle dtrect_.e icatterer model for log-ncrmsl statistics in-
dienate. that it is a: least consistent to postulate hvdels tor which questions (a) and (b) stated above

can be rnswered affirmatively. This is betcause of the duality between saii irequency cliasv- ;=..-11.
aspect changes on the sidelobes of directive scat.terers. The directive scatt,-rer model also suggests the
method of postulating correlation properties with respect to frequency.

4.3. Hadels for Range-Fxtended Targets.

With increasing range reselution capabilities of modern rudars, it becomes of interest to conduct
detection analyses for targets whose electromagnetic rarge extent exceeds the range resolution cell width.
Such analyses are aimed rnot only at predicting "r.ormance for specific designs but also at questions such
sc: (a) how sm&ll should the resolution cell be waee to optimize detection performance, or (b) how should

signals in contLguous range cells be processed to optimize detection perforncce? These questions become
especially pertinent in clutter-dominant situatiovs, where decreasing the resolution cell size decreases
the sverage clutter power.

In performing detection analyses in such cases it becomes clear that a generalized type of target
model is required. Specifically, the tqrget model must describe the statistical fluctuation properties of
those portions of the target in each resolution cell, and how Such fluctuation properties change vs th
cell aize is varied.

Since actual data, on which such wdels can be based, are rather scarce, it is of interest to con-
sider the question of postulating such models in such a way as to be conG4stent. Illustrations follow.

(a) Rayleigh Targets. Suppose it is know. ,r assumed that a ce.rtain population of targets have
Rayleigh fluctuation statistics whn the resol:-ti., eell size equals or exceeds the target electromagnetic
extent. In this case, it is simple to postulate consistent nvdels for smaller resolution cells. Rayleigh
statistics for the target se a vhole are consistent with the following models (for example)-

(i) A model in which the portion of the target in each resolution cell is also a
Rayleigh target (i.e., a many-scatterer mechanism).

(Ui) A mrael in which the portion of the target in some or all cells are Rice or
chi-sqisre targete, when the ceils become stall.

(iii) A model in which, for sufficiently small c-ell size, th4 portion of the target
in each cell is non-fluctuating.

In any of these cases, it would be consistent to postulate that ti.e rate of fluctuation of the
contents of each range call is less than or equal to the rate of fluctuation for larger cells.

(b) Rice Target&,. If the target as a whole is known to have Rice fluctuation statistics, con•is-
tent models could be postulated similar to tho3e stated above, except teat at least one cell would always
contain a Rice target. Moreover, the ratio of predominant to RPyleigh components in that cell would
increase with decressint cell size.

(c) Log-Normal Targets. Suppose tha whole target has log-normal RCS statistics. The question of
how to model the target fluctuation properties when the resolution cell becomes smaller than the targ-t In
such cases requires further investigation. The directive scatterer model for log-nor.mal statistics indi-
cates an approach, lit the problem remnain to be solved.
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THE THEORY OF AMPUA''UDE COMPARISONI
/2 MONOPULSE RADAR IN A CLUTTERED ENVIRONMENT

E. M. JIofstetter
M. I. T. Liricoln Laboratory

Lexington. Ma ssachusetts
1J. S. A.

ABSTRACT

This paper considers the problem of dr.tecting and estimating the unklov'r angular location of a target
that ij observed simultaneously by a nurn!'er of antenna beams. Tho wplitude of the signal received by
a particular antenna is assumed to depend on the angular location of the ,arget, but the time of arrival of
the sigral is assumed to be the same at all of the antennas. The received tignals are assumed to be cor-
rupted by a combination of receiver front-end noise and clutter. The coearia.ace matrix of the clutter
signal appearing on the various beams either may be assumed known from previous measurements or
else assumed to be an unknown paraneter that mutt be estimated along with the angular coordinates of
the target. In the latter case, multijle coherent or incoherent observations of the target-clutter Complex
must be available for processing at the receiver.

The generalized likelihood rastio test is used to derive ý.he detect'on and parameter estimation strategy
for the radar receiver. Expresions for the detector and the angle esmimatexs are derived in A number of
important cases and used to demonstrate several interesting properties of the likelihood ratio receivers.
Finally, the case where the btamw are conventional sum and difference beams is considered. An approzd-
.nation to Ihe likelihood recesver is derived for this case and shown to have a much rmore easily realizable
structure than the exact likrclihood receivei.

S1. INTRODUCTION.

a Most previous theoretical studies of amplitude comparison monopulse systems have been based on the

promise that the target retu:,-ns in the varizus beams were corrupted only by thermal noise generated in
the receiver's front-end [1I. [2]. [3], [41. The usual mathematical embodiment of this premise is the
assumption that the s"gnals on the various beams have added to them indepen-ent white. Gaussian noises
of equal power. .- Lzig from this mathematical model it is possible to derive the generalized likehhood-
ratio strategy for detecting the presence or absence of a target and for estimating its ,angular loation in
space. As indicated in the above citod references, the usual hardware implementation* of amplitude
compariulon monopulse are, under c'ertain assumptions. reasonable approrimations to the mnaxirnum likeli-
hood receiver.

The purpose of the present paper is to extend previously obtained results to the case where the target
returns are masked by clutter returns as well as receiver no:se. The basic assumption underlying the
clutter uiodel will be that there are a large number of independent clutter scatterers per rada- resolution
cell so that the clutter return approximates Gaussi.Ln noise. The case where only a feu 'sclterers are
present in each resolution cell will not be considered. The clutter noise power received in each beam as
well as the co.-relation coefficients of the clutter noise from beam to beam will be left arbitrary. Stated
in mattematical terms, the covariance matrix of the noise on the various beams will be lfet arbitrary in
distinction to the receiver-noise--lone case where the beam covariance matrix is assumed to be diagonalr with equ:il elements on the main diagonal.

Two important cases of the monopulse problem will be considered. One where true monopuise operation
is desired and detection and angle estimation must make use of the results of only one transmission and the
other where the coherent or incoherent returns from multiple transmissions are available for these purposes
In the former case, the beam covariance matrix must be known (or otherwise have been estimated) in
advance whereas the latter case allows Lhe additional possibility of estimating the unknown beam covariance"matrix along with other unknown parameters such as signal amplitude and carrier phase. Botn, cases will
"be considered in detail.

The analysis of the problems sk-tched above unfortunately cannot always be carried out ae explicitly
as in the case where receiver noise 4dlo.e corrupts the target returns. The finai results usually are in the
form of computational algorithms which may or may not b&- practically realizable depending on the partic-
ular parameters of the specific problem at hand. Nevertheless, the performance of these algorithms can
be evaluated by means of computer simusations and used -s benchmarks against which to compare more
easily -ealizable systems in order to determine 2o what extent the theoretically possible performance is
being achieved. Work to accomplish this end is already in progress but. unfortunately, definitive results
are not available at this time.

An important reference .or the general problem at ihand is Mosca and 'inguzzi. [5). These authors
attack the problem of maximum likelihood angle estimation in the presence of receiver noise and clutter.
Their analysis differs from the one presented in this p3per in that they assume a less general form for
the beam covariance matrix, they consider only coherent observations and they assLme that the time

rký •This work was) sponsored by the Department of the Army.
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.nterval between ubservations is shoat enough so that the clutter is completely correlsted from. ,"iser's,%tin
L te obser'.ation. The present paper assumes that the clutter is indapendent from observation to oiservation,

a s ' wationi that can be achieved eithnt by using a sufticiently low PRF or by jumping tMe carrier freq.ucncv
from transmission to t:,ansmission. The assumptLi.. of independent clutter reiurns also allows coitsideration
cf the cast where the Learn covariance matrx is ankno-wn and must be estimated along with the other unknown
paratr eters. Mosca a~nd Minglizz do not conszider th~s case.

2. MATHEMATICAL FORIMULATION OF THE PRUBLEM

The complex envelope of the signal received by the I t ante~uza beam when-the signat s(t) its transmitted

will be taken to be of the form

ri(t) =Ad* Gt(e.Cp)at) + n,(t) ;=(....)

where A denotes the unknown received sxgnal amplitude. * denotea the t.nsr carrier phase and ng (t)
devotes the interference (receiver noi~e plus tlutter) appearing on the i beam. Equation (1) assumes
that the target is located at zero range and has zero velocity. This has been done for convenience; the
formulation can be changed in an obvious way to han Ile the situation where the target lia located at an
arbi.rary range and velocity assuming that the targct's rang;e and angular location do not change appreciably
during the time the obser'vatkgns are being processeil. The real function G1 (9,Cp) denotes' the two-way.
voltage beam pattern of the i= beam measured with respiect to the angula? ~-oordirnates 8 and ti. These
coordinates may be thought of as azimuth and elevation angles. but any two other coordinates capable of
defining a direction in space could be uire. Tnu:z. the trrm. AG,~. P.P dciuiev ihe ampiin de iii the target
return received on the it beam when the angular coordinates of the target are 0 and CP. '1I,-- assumption
that the G, are real reflects the fact that the arrival times oE the received waveform at the different
antennas are assumed to be identical rtegarcUess of the angular location of the target. This is never exactly
the cas.- in a practical ampiitude-covznparison monoptilse system, but careful antenna design canl yield a
system for w.`i~ch it is a reasonable asuwirption.

The analysis will be greatly a.nmplifled by assuming that the signals on the ". rious iLeaxs are first
passed through filters matched to t'ae assumed target range and velocity before becoming avallable for
further processing. Stated in mnath f iaticaI, lasiguage, the observables available at the rcceiver are assumed
to be Zhe complex v~oltages given by

Yt = fri(t)ss(Vjdt =A G2(8.cp) +n 1 ,i.... (2)

where

n, fn,(tls*(t)dt, i1. .. ,m (3)

and it has been assumed that the transmitted signal is normalized so t'.*f 13(t) dt 1,~ Equation (2)
can be rewritten in an equivalent vector form as follows:

4 where

.1T Y ...... T (9. w) = G .(9 , ... G.(6, P)J [n 7 En.. ... n.]

7 ~ This vector equation will prove to be tnuch more convenient to work with in the subsequent analysis than
its equivallent formn gi 'tn by Equati'ia. (2).

The next set of &ssuamptions that must be made in arder to complete the mathematical model of the
rcceived atignal concerns the statistical description of the complex interference vector n. It will be
assumed that n is a complzx Gaussian random vector having zero mean and covariance3matrices given by

E(nn 0 )l A. E(nr T  O (5)

where A Is a real, symmu-etric, positive definite matrix. l1'-- second assumption in Equation (5) is made
so that the statistical properties of n will be consistent with t!he fact that n was derived fr'om the random.
processes n, (0, il =1, m via Equation (3). The processes us (t. -~e corrtqii envelopes and thus have
the well-known property E[n, (t)nk (t') J0 (see (6). p. 156) from which this second equation Lrs (5) follows
immnediately.

t The asteri~qk dezotee co~mplex conjugate of a scalar or conjugate transpose of a matrix.

tt The superscript T devotes matrix transpose.
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The reason for astsumirng that A is a real matrix instead of allowing it to be a more :ene-ral com.plex
covariance attrix conlic i-j tbe fciloe-in; s.arg,_n Mr The interfermnce is the sum :f ..oist produced
by clutter returns and receiver frent-cmd noise These two noise soirces ara statimti:klly inoependent
which m. ns that A can be written in the iorm = A. 4. A, where A, is the covariance mattrx o- the
receiver noise. Since the receiver noise is indepnden. fr-- ba.-n t- btam. A; is a dUiaonal matrix
with becessarily) real elements on the main diagonal. Thus, all that rerm•ains to be shown is that A, it%
real.

li It is reasonable to assume that tbe cltitter return is the sum of the returns from a large number of,in dependent scatterers distributed ,n angl e Mathematically this means that the clutter return vector

can be writtaen in the form

~ * A(. 'Ok LGe,/ O k. Che, • (6)

Swhere a(81,. q) denotes the complex amplitude- of the return from the kth scatterer which is located atI the angular coordinates 0k,,,k. The assumptions that the returns from different scatterers are statistically
in~dependent and that the phases of these retwrns are uniformly distributed from 0 to Z-r radians lead to

t ~ ~the conclusion that {•2

where 019scpj) ;s the average cross-section of the saatterer located at coordinates eltpl. It new followsthat the clutter covariance matrix A, can be written i.. the form

Since G bas already been assumed to be a real vector, it follows that A, and thus t, •nust also be real.

SThe probability distribution of the received beam voltages y can now he written down in the fnr-n

A.,,, ) ...... (9)
P{Y- 1 A. , ,0, cp.A = --- exp[-( - AeJitG)*AIl(y-Ae itG)] 9

M iAIl

More generally, the probability distribution for the sequence of observ-ationss D, .... .• resulting from
Sn transmission* can be written: in the form

n nP(..... z,~ I Alj,0in )exp[.- E1 (y.. - Ae~" G)*A1I~yj, - Ae 3 GJ-G_] (10)

where * = t .... , $01 and it has been assumed that the interference voltages are statistically independent
and identically distributed from observation to observation.

Now that a statistical descriptien of the observables has bn.en given, the generalihed likelihood ratio
test can be used to derive a strategy for determining the presence -r absence of a target and for estimating
the unknown paramcters of the target if one is present. If the beam covariance matrix t is assumed to be
known (presumably from previous measuremerts made .n a target-free environment), then tht generalized
likelihood test requires the receiver to compute the quantity

M , I A,I,O,cpA)
L=

p~y A=)

(U)

max n
.*.0•eZ exp " )*A-(yk- - A-':G) + yk *A Y]

and to compare it with a preset threshold X.. If L < 1, the decision "target absent" is made. If L 2 X,

the decision "target p resent" is made and the values of A.*, O. , that achieved the maximum in Equation (11)
are used as estimates of these unknown parameters.

The maximization with respect to * that appears in Equation (11) must be performed in different ways
Sdepending on whether the case of cobe"rent or incoherent target returns is to be considered. For incoherent
returns, the maximization must be carried out over all possible values of the t 's, 0 - * S 2w, k1l .... ,
whereas for coherent returns, the *k's are all ect equal to a cc.mmor. value * and the maximization is
carried out over all possible values of 4.

t The functional dependence of Q on 9 and P will not always be indicated explicitly in the sequel. The
symbol denotes the determ'Inint of a 2 x ? or larger matrix or the absolute magnitude of a scalar.
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ns'-r av case vhere it is unkune- has the mi•ae general -tn'acture
just described with the xceptuon t~hat tli,- quantity L is to be c'alculated !rorn to.: tormnula,

.'nxjob-nG)
Aexp " . AeJ k G)*hA' - Ae

L
ax I-n exp -1

A k " IY*•

where t.e mfaxirnmization with i. spect to A is to I-e carried out over all real, symmetric, positive definite
matrices. Thermaximization with respect to t is so be carried out in the manner d-escribed above.

The next sections of this paper will carry out the calculations required by Equations (il) and (I1) as
explicitly as possible. The :ase of known A will I e tre.Lted first because it is mathematicafly much
simpler than the case whe:e A is unknown.

3. DERIVATION OF THE REC71VERS

3.1. Known Beam Covariance Mcatrix.

Equation (U1) can be rewritten in the form

lrsL = max 1 jG -A2GTA-IG- (13)

where

M = Re a.n Des (14)

The maximization on A will be carried fut by differentiating the bracketed term in Equatioq (13) with
respect to A and setting the result equal to zero. This yields the following expression for A. the
maximizing value of A.

MTA-12
A = -•-- (15)

GTA

Substitution of Equation (15) into Equation (1.4) nov, yields

-lnL =_ 1(16)
The maximization on . can be carried out by writing (16) in the form

n I n*

I jL = , , .l (17)

In the incoherent case, the maximum in (17) iF obviously achieved when * = -arg(y.,*A-G) and is given by

I Ejy*A-G V)
I InL = max f 1  

(18)

The corresponding maximum for the coherent case is achieved when s = - -argE Y*A"G, k=l,....m
and ks given by

n
LI E iX AG_ 1j

I InL= max(19)

No way of explicitly performing the rema.,ing maximization reqvired bf (18) %r (19) has been found, how-
ever, additional insight into the nature of the angular locatien estimates can be obtained in certain
important special cases.

The best way to obtain these results is to return to Equation (16). Application of the Schwarz inequality
to the bracketed term in this equotion yields the inequality



F- A--m
CTA-1G

and the inormation that equality is achieved in inequa~ity (20) if, and only it. G uctrr for come co-astant 0..

1 IL '~xmTA-l

and

wheros the ;% are &somt.(21)thad (22)eie themxu i(Z)Eqati on any. sina onstanot giv endanlc s

Orp an e fundsuc tht G(e,c) = am. These conditions can only be met if the vector GJO.CP) assumes all
posibl draci-it n M3Fae is e ~ q) vary through their respeeaive rarges. This is obviously not

possible if m> 3 but it is true.. if mn 3 and the beam gains have the property that the equations

X1

(23ý)

G,, (9, i)

have & solution for all x3, and xa. (A similar statement holds if m =2 and if the two beam gains are
functions of only one angle.) This assumption is idIentical to the one previously made in reference [3). and
will be referreý't,ý 'assumption P" whene-er it is needed in the- sequel.

t ~There is one case for which the maxdntizations required above can he explicitly performed and that is
the case where there is only a single observation, n - 1. Equation (71) nzw can, be m~anipulated as follows:

[YJ [Y-1(24)

[w1~,re A- X.i The moaxiimum occurs when *I. assumes the value 4~given by

Reu ev ReVu*ev-r Re xiiJ max (26)aJe~e ITAliie

whih i vaid or nycomplex vectors u and -v. The resuts giveni by Equations (24) avd (29) are generaliza-

3. 2 Un~now ecmCavariance lMazri-i.

Thestatin pontfor this anilysis is Equation ('12). Denoting the numerator and denominator of this
equtio byN ad Drespectively, it is seen that

1lnL -InN -- nD (7n n
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whe.re-

(... . . - : - J*%G)*A'I( - AdI ) i-In It% (2a)

. XID max JAI (29)
n . n ,.

Introducing die notation Q : and

C Re 4 - Ae'G)(• - AeJ~"G) (30)
n [-nii)y A j'G(0

Equation (28) can be written in the form

I InN max -trCQ + In 1QI1 (31)n A..t 8,. q7

NheTe the maximization on Q i4 to be taken with respect to all r'eal, positive definits isymmetric matrices.
The term in brackets appearing in Equation (31) can be maximized with respect to Q) by taking its variatioz,
on Q and setting it equal to zero with result

tr(Q-1 - C160 = 0 (32)

where use has been made of the formula

'IQI = trQ'I6 (33)

A derivation of Equation (33) can be found in reference [7] on page 3S. Since Equation (32) must be valid
for all tufficiently small jeal symmetric 6Q. it follows that 0, the maximizing value of Q. is given by
Q = C- or equivalently. A = C. Substitution of this result in Equation (31) yields the result,

1•. InN - a - m -mIncj.) (34)
n A.,.eQ 34

Setting A=O. in Equation (34) also yields

where

n
ftYi. Y 1P (36)

from which it follows that

nL ( lnj'R - InIClI (3?)

It it possibti- to perfornm the maximization on A required by Equation (37) explicitly; however, it eemns
OWtt additional assumpiions are necessary in order to pro:eed further than this point. For this mason,

s-, -.mption 1 will be invoked now, This assumption states that the vector C{8,q6) can assume any orientation
in n-ospace and this means that the vector a = AG(e,o) car. be set equal to an arbitrary m-vect-r by suit-
able choices of the parameters A. and C. In other words, the maxi•mization on A, 0 and Cp required by
Zquation (37) is equivalent to nxxisu.aticn with respect to a. Thus, Equation (37) can be written in the form,

. . m lauRxln jI~ e n ,I n- (38)

=.*ticr, (38) can bz rewritten &a. follows,
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I,, inax T.,, - T
n - i na I nIY - mma -rnt-a~km-al I

( T39)

lx {InjRI - InIR-mI - In I 4 (R-mm I'1(m-a)(r-a,1

wher? m was defined by Equation (14).

Next, making uee of the following identity (reference [7). page 3.) which is valid for an arbitrary
matrix W and arbitrary vectors u and v,

1W +u Tl = IWIjI + r''r ], (40)

Equation (39) can be put in the form

max T I

.LlnLn .ma JIln~i _R -I. , _h[1÷(m-a) (___)ln.a)}.. .

; (41J

max -ln~l R M] - In[l+(m-a)T (R-rmm ) (m-aa

The maximization on a required by Equatiou (4C. is performed by setting the variation o! the bracketed
termn with respe',t to a equal to zero. This results in tha equaticn

6.T (R-mmT'l(n1-a) = 0 (4Z)

which must be satisfied for all 6a. It follows that a the ina.dmiaing value cd a, is givehbyamand
Equation i41) becomes

1lL max lnln~r) 11-max MT 1 (43

No way cf explicitly performing thr maximization required by Equation (43) has been found; however,
if the maximizing phases are denoted *k then the amplitude and angJe estimates are givea by

Sn

AGtO0s) a Re yek (44)

Note that this equation has the csme form as Equation (ZZ) which wa3 iP-rvtd for the case of a known beam
covariance matrix. Tv only difference is that now the phases are dete: 'nined by Equation (43) intead of
Equation (21).

Although the ma'-.mirtion appearing in Equation (43) cann,± be performed explicitly, the problem can
be trarsformed a vay that makes the resulting receivek structures lock similar to the ones derived for
the case of a known beam covariance mitrix: and giien by Equations (18) and (19). The key !n this trans-
formation is the folowi8g generall

Lemma: if v(x) is a real, vector-valted function of a vectar paramneter x then

_- - .-- l _ - -

andie, the mnaamizing v"lue of e is given by

wb-re x: is !he m--vimizing value c. x.

Proo._ Thn truth of this lem-ma is obvious oa jeometric gtounds bu' a formal
-roof can be given as fc.Ulows. The Schwarz inequal~ty implies that,

t The author is grateful to J. R. Johngon, consultant 6o this Laboratory, for pointing out this leimna
Stobim.

o



_ _ S_ n '!v(x)0 (45)

for all v satiefyins U1e} = I and for all x. It follows that,

P. 1=I - --y • fl~x Ivx1-(6

Next, it is obvious that, e v~xj(4)

x_

where e is defined by e^ v2x)/1iv(x)I!. But,

max T ( max max T !(x) (48)- -- •_ e, Il4 = I_ -

therefore,

1'x 11 ma max Tlwl .VW(9x -- •,. - I •_ --

The truth of the lemma now follows frorn inequalities (46) and (49).

Applying this lemma to the problem of finding Max M T R-1j M max ')R'm I results in the

equat..-in

max m R -1 max I max ( m) j50)

Now, it is easily seen that

rax T - Z ax r Re~e "R 0-J~k \d =Ie--

in the incoherent case. The maximizing phases are given by • = arg I R •y.. Thus, for the incoherent

case,

S -=1 (- Z 1152)=D I

The corresponding result for the coherent case is given by

max T 1 maxixT!3m R hti- = 1 ~ I -;; E e cRix (3)
- - Le.ll= k=l

The maximizing vectors ej and j, for the incoherent and cols.rent cases are given by

a,?= Re IE eA (54)

and
n

a -Rye' (55)

r 2 spectively. The constants a, and a, appeiring in these equations are picked to make fl& 11 1 and

Us, =I I respectively.

Comparison of Equation (54) or (55) with Equation (44) showvs that the amplitude estimate and the

angle estimates C and r are given by the equation

~ R'e(56)

where the a, pair corresponding to either the incoherent or coharent case are to be used. The angle

tstiniates ancthe detection logic given by Equations (52). (53) and (56) can be cast into a more illumlating

form~ by recealliag that because o.I assumption I. the vector G (G.Cp) assumne: all possible directions in

3space (or Z.- lpace if G pnly depends on a single angle) asI nd ~peY varied throuh their ranges. This

meA-s that the vector R*_.G also assumea all possie directio"s in 3-space xnS. therefore, that the vetor

can be tet _qual to an arbitisry 3-space unil vector. In other words, a vector eappearing in either



Equation (52) or (53) can be replaced 1,y RG /LG R G]! and the: maximiznation performed on 0 and q
instead of on e. This letda Us Che following e;quations

max m TR-Im n ( @ '7it]
G RG

and

wmer th bmaxovrac mti askon

perainng o te icoaret ad cheientcaes espctiely fromte obsraitenowflos viamEquati ion (5).
achieve ~ ~ ~ ~ ~ ~ ~ ~ ~ ~ ~~~we th almn nEut T)o 5) oeta h omo qassmtions (5)ad(8 is ine force: acos

thatof quaton )ad J1) wichweredervedfor he asewiher the besult devrivned pareiouwsl fnown

sthecs whereAwas known otherseueste matrex no unknow -A driedultswhen ony sgl3bservaticsvaEuton is3aai.

able because in this cabe there are more unl~oulwn parameters than~ observed quantities which means that

4. SME ROPRTIS O THELIKLMOD-RTIORZCEIVERS.

Oneb~tresingproert oftherecive stuctrestha -u'.have been derived is that they are invariant
to iner tansormtios o th bem pttens.To llutrae tisnotion, consider the case ref a two-beam

rr-ar hos bcm pttens reideticl ecep tht tey reskewed in angle with respect to one &mother,

Mos'monpule sstes d no wok drecly ithbeas G an G2butrather with sun- n ifeec

and peroces Inethersgnl from these beams in the receiver. It is nrtural to ask whether there is any
ffeenc i eiher srucureorperformnance between 1--e likeliheod-raltio recoiver based on the signalt

deried fom , an Gsand the likellihood-ratio receiver !.ased on the signal-i obtained from H., and H2 .
Th*imeftrto hisquestion is, no; both receivers hav.-- identical str-.cture-i andA 'erform equallW well.
Thi satnm i~aspecial case of the in-variance picterfedtoabove '*nd which am' -,ill beproved.

To-f Wes, casderthe case when the beam covariance :natrix is known and the observations are
jache~n. M41reeierstructure pertinent to ticaesgvnbyEquiitio-i (18) and;6 the angle estimates

9amd r# are those values -of 0 and fp that achieve the maximum rte--ired by tthis equation. Suppose now,
that nstedofstaringwih the beam vector G and the correspon.1ing received voltagee ' he beam
vato R= G M hecorresponding received voltages f b y. where B denotes an aibitay. ral, non-
sinular mt~i. hd benused. The beama covariance n'airii. lor this case is giv;-n by K BAW and thf

corrsponinglikelihood-ratmr. receiver is defined by the equation

32 tH lKb (61)

Usin th deiniion of K atti -D this equation can he rewritten in the fcwmn,

211,GTDT{T)-l IBl 1 2 1 Tn T I

max __ __ _ __ __ _ _ax ___C_1

Bi 1,1 B _ I GTA1* 06Z

The last equation In identical to Equation (18) and t~id establishes the fact that the receiver defined by
ilquaftii ý(61) and that defined by F~quation (28) are equivalent In every respect. T4his argument has
establl*hftd the Invariance principle fo- t.a case where the beam comriarce =iatriic is known ar,4. the

obsevalt-5areinchernt.Theproos fr te oherc~ss uderconcideras ion are almost identk&l
adwill nf~t be given hre
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Another property of considerable trterest is that the likelihoodi-ratio iecelvers derived for the case
where the beam covariance matrix is nmknown exhibit a CFAR (constant false alarm rate) behavior
More precisely, it will be shown that these receivers have a falst alarm probability that is comjplete'v
indenendent of the trtie beam covarianee matrix. This fact eian h• oataPhlish.•A 1%. ai -..-.
Equation (57) %hich defines the lik.lihood-ratio receiver for the case of incoherent observations. Intrc-
duction of the change L.! variables defined by t• -" A u-., where A denotes the true beam covariance
matrix, results in the equation,

where the w-1atrix M is deimned b

M = Rei L (64)

Next, Equation (63,t pl~zs the recollectien that assumption I (which was used in deriving this equation)
implies tht the vector A-•G ranges over all possible direc'tions in rn-space as 0 and • vary through theirranges, results in nhe eqkation,

emax , T . (63)S .R- G GH M-l

where the last maxiNation is to be taken over all possible. yeal vectors, H. It is easily seen that, when

A=O,

M ~ ) = Re E(3)aOr (64)

which means that Equation (65) is completely in~dependent of the true beam covarianee matrix A whe.n notarget return is present. This meas thate the pssbabit thatthe right-hand sede of Eqtation (65) exceeds
a given threshold vte false algrm probability of the receiver) is independent of A thos establishrng the CFAR
behavior asserted earlier. A similar argument, ading to the same conclusion eas!ly can be carrie.i out

for the coherent cnse.

5. AN APPROXIMATION TO THE L r.1LIHOOD R:ATIO RECEIVEa.

The casei to be considered here is rthat of a :nonopulse receiver using conventtonal suni and difference
beams° Far simplicity, attenetion will be restricted to a two-beam, sy~~tem where the basin are functions
2 f only one angular coordinate. It hts b. .,iu ahoin above that when assumption I holds, the angle estimate
9 is always given by an equation ci the form

M(BAX n ~ k =1ma S7- N

regardcess of whether the observatoious are ioherent or incoherent or if the beaa c ovariance matriA is
knowa or unknown. Thehreseoaly d rebc between of thereiver) is t manner in which the carrier
phase estimates d are obtained. For tha to-ben m case ntrder d~scuasion, Ecl uation (67) is equivalent
to the equationt

The c Re [se hof p (68)

G-S) Re y55 ej

where GF ( s) will be understoo4 to at the diference-beam patters .'i. G whe) the sum-beam pattern.
Similarly, Yr a denotes the signal received on the dif-bonce beam whte ' the kth transIh issioth and yg a
denoies the signal raceieued on the sum beam after the kth sransmissi.

One war of obtaining an approxination to the angle esntimate o is th irst decide on a reasonable
approximation to the carrier phase estimates * and ahen to use these acproximrte ;estimates in Equstion (67).

For the incoherent case, it seems reasonable to set *t equal to the phase of the kth observation made by
the sun beamo i.e. = arg y•. With this approximation, Equ.tion (68) becomes

n

E jy•. cosij•,, -Oes.)= Gl (69)

n

•=1

when Simil arg Yx and e• a arg y. Finally, mading the ussal assmptions that the difference bean
is linear in 0 ad the sum beam is costant, leads to the equation.
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n

E ly, kIccB(Gk - e(r)
e= (70)

n

k Y."

wricrc u to a conatni5 "in" Ca= -c kUIU ..... UITUL .. .....

For the case of one observation, n=l, the angle estimate given by Equation (70) is identical to the one
i ed by many practical monoiulse systems. The generalization to n observations is a straightforward
incoherent combination of the conventional monopulse data available alter each individual transmission
as indicated by Equation f70).

A similar analysis applicable to the coherent case leads to the equation,
n

(71)n

I E yo I
k =1

wh,•-r the approxim-ate carrier phase estimate * is taken to be the phase of the coherently integrated sum
bearm returns,

n

~arg n:Y~ (7Z)

Once agaim, Equation (71) dictates a straightforward combination of the conventional menopulse data avail-
able at the end of each transmission but this time coherent rather than iacoherent integration is involved.

The next job it hand is to derive easily realizable approximations to the detection algorihmns defined
by Equations (18). (19), (57) and (58). The simplest way of accomplishing this end seems to be to assume
that only the ontnu'.s from the sum beam will be used for target detection. Given this assumption, the next
task is to derive '"e likelihood-ratio receiver based on the observations y 1, .... , ys. in the hope that its
structure will be sim1.Ie enough to be easily realizable. This indeed turns out to be the case as now will
be demonstrated.

The details of the derivation of the likelihood-ratio receiver based on the observations yI, Y22s ... .YaS
will not be presented because they are similar in every respect to the dez ration of the likelihood-ratio
receiver based on y., ys, .... , that has been given above. There are ajain four cases to consider
depending on whether the target returns on the sum beam are coherent or incoherent and whether the vari-
ance of the sum-betam interference signal is known or tnknown. When this variance is known, the receiver
is defined by the equation

target present

E <v5  (73)

target absent

in the incoherent case and by the equation

target present

yt <> X (74)

target absent

in the coherent case. When the variance of the interference is unknown, the corresponding receivers are
defined by the equations

nj~ ) targetpresent

r Ir, I target absent
k =

and

n , target present

r. z < 1(76)

Z •lYk, i target absent
k =1

valid for the incoherent and coherent cases re..pectively. Note tnat these ieceivers, which are only
approximations to the exact receivers defined by Equations (571 and (58), still have the CFAR property,
i. e., their false alarm probabilities are independent of the trxe value cf the variance of the interference.

The results 4.J this section are summarIzed in Fig. 2.

V.
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6. CONCLUSION.

The main results t.f this paper are the receiver structures summarized in Fig 6. land 2. From an ".i -
spection of these figures, it is apparent that the exact likelihood-ratio receivers are much more complex
and, therefore, much harder to implement than the apuroximations to theee receivers shown in Fig. 2.
in view of this fact. it is very important to compar- t-he performance (angular Accuracy and demector
characteristic) of the e nact ind approximatg receivlrs hn order to determine whether the increased com-
plexity of the exact receiver really achieves aity worthwhile gains. Computer simulations as well astheoretical studies are nowA in progress to accomplish this goal. The results of this work are not avail-
able at thia time but they will be presented in the near future.
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SUlAARY

The present study evaluates the influence of frequency agility on tracking error. in a ra
dar system. The use of frequenoy agility modifies the received spectrum. Therefore the
magnitude of tts glint and scintillating errors changes. In ordar to find the signal spee
trum, the correlation, between succeeding pulses, has been evaluated. Tte correlation is
dependent on frequenoy agility bandwidth, on target dimensions and Gn the law, by which
the transmitted frequency to chosen.

Transforming the signal au~ocorrelation function, the received power spectrum
has been obtained; a broadening of the spectrum due to the reduction of the correlatiohi
among pulses, occurs. Expressions of glint and scintillation errors have been obtained.
For soke specific cases, errors have been evaluated and plotted as a function of the ocr-
relation coefficient.

From the analysis of the results, it is possible to draw this conclusiont the

use of frequency agility gives a r~duction of tracking errors for a monopulse radar. For
a conical-scan system, while th6 glint error is always reduced, the scintfillation errorS~may increase.

1. INTRODUCTION.

Toe angular accuracy has hoen completely evalu.,ked for radars, uaing a rixed
transmission frequency E1). The main causes of orror, for both a monoulse and a conical-
scan system, are [2)s a) amplitude fluctuation, b) anZle scintillation or glibt, c) recei
vet =oiee, 4) se0vo noise. While the latter twa errors are independent of the transmitted
signal spectrum, the former two are depsnaent on how a target looks when a pulse hits it.

Therefore in a fraquenoy agility system, where the trananitted frequency ij chan
ged at every pulse, the tracking errors, due to angle and amplitude fluctuAtions, assume

different values that in the conventional radar.

The purpose of this pape* is to caV oaut & complete evaluation of the tracking
errors V'or monopulse aP4 conical scn radars, both employing frequency agility.

2. ANGULAR ERRORS 11 A NONOPULS3 RADAR

The eystem, here considered, is a tzaditional aonopulse radar. & simplified
block diagram of sush a radar say be found in E1l or [2).

TPh: errors, introduced by target scintillation, depend nainly on the AGO an4
serve characteristics and on the noise power spectra at the input of these two cirouita.
This requires to compute the received signal speatrum,

2.1. Received signal spentrum.

The signail, both in the suz and in difference channels, have spectra of equal
shape. When frequency agility in not used, the echo spectrum in skechted in fig. 1.

The bro.dening in the line, is saused by target scintillation and ito shape 14

dependent tn target zharacteristics. A good fit for this shape is assumed, 1ti:

where 4. , the half-power freqienoy, depends on the maximum tarset dimension and on rae
4*w wavelength.

l-



Without taking into cinsideration the oi-rrier frequency, the speotrum ia given
by:

ti. r r

ýhere r is the pulae length and fiis the pulsa repeotlion frequenoy.

In & frequency agility radar, the target soj~o fluotuates not only because of as
tions of the target but also beoaueo the trasmitted frequency is different from pulse tt

pul*e. Therefor* the r.f. power snectrum of the received signal is different from th* one
in the previous case.

The power spectr-un Is related 'o the correlation function by:

".tT+ ) 'r~)&
0 -

Therefore, by evaluating the oprrilation funoti'n it it possible to obtain the
aigual spectrum.

Let jL( .Y)be the correlation between the i-th and the J-th pulses whenf
and aro the transmitted frequeneies.

Considering ftlry possible *ase, the iorrelation factor is Sivon by:

whoe X4114) is 4h-,u joint probabtlity density function cfý. xnd;ý

The criterion by uhich at every pulse the transmitted frequenol is choseewepsnds
on oper*tiv* oonsiderations.The oriterion does not change during a tingle oparatv•e *ondi-
tics. Thoroore the relation Is valid:

Sq. 4 may be writteai

Let

be tL.e autooorrelati6n funotion oa the intoxnal fluctuations of the target. 32kins into
",+oount sq. 6, except for a coaling factor, the envelope of thU autocorrelation function
of 4vn Izflnxte train of pulseo is given brz

where reot(t) is given by t3]:

l): Jj 1. I444

L4



9-3

I

?he presence of o in sq. s makes R(t) docrease :•.ý., • '"ly t•1•A in the ca-

se Of a single trwanoittad freorxouoy. Thie soen* that the speotrau arvusr - %h6 lines yot
sent* a Urosaoning.

Ta&g r o k ovn. herstion eq. 10,iho ex~r.;nl 6or on Athore

041 zp Theio hasboonOfrlten use 141, g~.ien oreboyvlae ti ace6

ry" d•oao thbe criterion, esapl ytd for choosing tht transaittod frequency. In & frequency

ag•ile radar, usuallyr tho froqionoy in randomly chomen within a 'hand. Therefor* the from
quaexoy of sn7 two ruloe• are independent and the r~l~tion

jr "i. ., - P tid , € .•, o)

holdso.

Taking into consideration eq. 10, eq. gi•ves:

The autooo~rrtatian is ncw given 'bjy

RS +

TALC (=t +

+ Z - ~ ~ (12)
C / ~. 2T

Usualy the pil3O length 'As much short*ao than the target correlation tine &nl it
any be assuomt, without loss of generality A$(). • . Thereforo

Using eq. "3 it is possible to obtsin the spectrun of the rweoive• eignals

VV~) 4.j WI L (14)

As eq. 14 chows, the uac, frequenoy agility divSdes the speotrqu tu iwo teros.One
of them has n shape equal to tVie upeot.i of a coaenotial radarbut is reduced by a faotor
S , which depsuou on target charaoteristioc and on the veith of the tranenittet froquena
oy band. The other tem giv•o riso t• a broad-band spectrum. It coaplote unoorolatlon bet
ween say two pales 1s obtained, only the brood-bAd term is preSAnt.

!A
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Fig. 2 shows a typioal spoetrua of the received signal for a frequenoy agile monopulso ra
der.

2.2. Error evaluation.

In or4•e to evaluate ths filtering effect of AGC and servo loops on sointilLaw
ting nolse, it is necessary to consider the presence of detectors both in the sus and dif
feo noe channels. A* mentioned before, the signal spectrum shape is equal in both channels.
Therefore the signai spectrum at the output of a phase-sensitive deteotor is given by the
convclution of the i.f. spectrum with itself, as for a square-la- detector.

Regarding the envelope detector, the shape of detected spectra are slightly dif
foreant for square-law and linear detection [6). therefore oDly the square-law camse will
be congiJered.

I1 Appendix the signal spectrum after detection has been computed. This spectrum is given
bys

wherer

spctum f k/ i8 given in mester p;er' sec or ailse per see, $e(4) iveeldir°°tlyr the error

The servo and ACO filtors ate lov-pa~so therefora, caly the error spectrum camp!
nests around4.o aro of interesto

It in now possible to .val•&te orders.

The 4error iitroduoed by asplltude *ointillnticu, is proportional to the bias e•
rot, * Itist null when the target is on the boresight.

rhe secotrue of thin e~ror is ti] :

whore -• 4. , •ho eciaillatic,• error factor, is &gind hi:

Yd•) i1 khi ipon-lOOp voltage ean.I trrseer munctioe of #te •O loop and "Y,4) it the error

3s4-loop trhesfer function ofi the servo.
Mont •ntgorating WA4O from -a to ÷ and tah.ng the square root O• •he intrl

who

,,I is no ;osib• to zvlut errors.• • •m
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the error, •j ,is obiained:

4.

The error, when rrequenOy agility to not used, is:

4 (20)

Therefore eq. 17 may bs written:

44

wbere Bil is the noise bandwidth.

Eq. 21 shoms thatt for i oonsiant, the error reduoeR as 3-.andT oincrease.
It reduess by % lesser asouni &s o and % increase. Tht augalar nolee rpoctrum in like
the Sointillta+on spectrum. Therefor& the glint error, Vo , when ACC is absent, is

oxpressei by eq. 21. vhe'o IY(~'in substituted byl(cI.

To compute the glint erroP g rL , when a fa•t ACO is present, is very oomplex.
However it is possible to aee an approximation. It has t-een foun&,[61;71, that, because
of- a eorrel" ion betaeen i he echo amplitude and the angular error, the presence of a fast
ACC doubis* 4 5 . Thervf . *onsidoling this approxination valid# it is peasible to
use eq. 21.

3. ANGULAR ERROM.S IN A OOXICA.W-SCt RADAR.

In * conical-sean radar sother e*rror must be addid to tho two epriee, evalas-
ted for aonoyuuse systems. This error is produced 1y high frequency coaponentu within the
Oassband which to centered at the scan frequency.

This error is ý'iJ

~ ~ (22)

%h~r in he dB eamiathand is th* servo bsndwidt~hý

hTa~king into honiedeestion eq, 16 we beve:

~ (23a)

I
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Therefore

Ia(24)

Therefore the use of frequency agility sas increase this error, and the total
error *ould be worse tban that of a conventional radar, rtwithout frequency agility•.

4. EXAMR3.
•_ n rder to give an idsa, of the effect of frequxency agilitrq error# hove beenoasluatel assluing for the sernvo ean AO loops# the trasnfer funatlob: chosen In 11I.The

nerve "b•A- ndt ae the-target spectrum bandwidLth are 5 ops, while three different AGO
ohbac:t ertaoef are tken ntno consioeration (fo AnOi slow ACs ant erst AGO). A n low Ah ausnually in employ*e In t a onvonl-stn radar, while r fast AGr it ouet in f n Onoqlaes rg-

4y graphLica integation, it In shown thats

€.A (ja a i for hno cO)

s for slow heOe (f

ofor fast AGO (25o)

In figs 3,4 and 5 w /f has b"-% plotted versus ý for three diftetont va
In*& of 9%.

Comparitg the rasults, the use of frequency agility re4dooe the conicl-s•awn r
4ar mote th&4 the nonopulse error.

1q. 2a allows u& to obtain the glint error. It Is possible tu evaluate ho" a
typlica situation in modified by frequenry agility.

T.h situation considered is shown in r8] a..• in [1) . Assueing ,uo.4 . the glint



error is reduced by a factor 10. In fig. 6 the noise ooaponenta vD.rolati s * range *WO

plotted, when the biau error 0o ib zeros for & ionopulso radar. The maplitude Yoise •s

not present beocackC.o Curve A represent the total error for a conventional radarsVh-.

Is curve B is the total error for a frequency agile rr.dar.

The reduction of glint error is great and the total error is reduoed for low vA

"!use of R. The advantage of frequency agility disappears as R becosoes large.

In the zttwe of a coniosi-soan radar, assuming ,'/ se have:

( I ore, for c. go

-4.06O for 6C.iOO (2-7)

e 0.1 Ir for a(:-zoo

ThttN for *S.5o th•o auplitude noise error increases.

In itg. 7 curve A shows th* total errso for a conventionalconJoal-eoan radarg

ourve B re;resents the total error for a frequency cgile conical-scan rdar when the a&-

plitude fluctuation does not vary Curve C represents the uaae of 0-:o . Because the

asplitude ftuotuation increases, curve C ts not always lower than eurve A. Therefore the

re are some walue of R, where the use of frequency agili-y vorsene thai tracking perfors5n

ce.

S5. CONCLUSION.

The use of frqtuency agility reduces the giint error. This reduction may be great.

The amplitude eointillation error, which is present only in a conical-easn jaiar, say Ism

creas* or decrease. Per small values of 4 , amplitude scintillation error increases as

44; increases-

?hereforp ;be use of frequency agility increases monopulse system performance.

For a cosical-scan radar it is not possible to reach an unlvoc.•l conclusion.

APPENDIX

Signal spectrum at the detector cutput

Apart a ountinuous term the autooorrelation frAction at the lutptt of a aqua,,

re-law detector lot

SItuo() i given bVy eq. 12,we have

,,,A Q 
(A2g)

Tke speotra* corresponding to the second term Is$

0 
(A3l)

A
t
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(U)
Co

Considering 'hat:

the spectrum corresponding to i• in:

V14) j~ + (A6)

Taking into aoount *qs. A4 and 46 and that:

Tk)r total error opootrue is
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COHERE3iT AND NONCOHEREMr BMIDWIDTI

F' r IN RADAR RESOL'J1TION

August W. PRihaczek
Technology Service Corporation
3anta Monica, California, U.S.A.

SL"W(AY
Coherently used signal bandwidth permits the energy concentrati~on in time that is the basis fa~r muchI'of the resolution potential of raear. There still remain problems such as target fluctuations 'ýv delays

not representative of target range. Poncoherent use of bandwidth, be it in the form cGf aingle-pulse or
pulse-to-pulse irequency diversity, does not improve nominal resoluti~on. However, it smooths tbe fluctua-
tions of clutter, for fmprovad detection performance, or the variations in target croso sections or cross-
section distributions. This. paper investigates the significance af coherent and noncoherent bandwidth for
high-performance ridar. The utility of the two meathods of bandwidth use Is considered -or such represent&-
tive tasks as the measurement of target cross sections and high-resolation range profiles, signsturs aicalysis,
target detection in clutter, and resolution based on the synthetic aperture approach. The principles are
Illustrated by several exaniles of the processing of siftulaten~ target returns.

1. IIITRODUCILOtN

Talget resolution ia the task of recognizing the target of interest in the presence of other reflect.-
Ing objects. These objects may ';a other targets, or such uniesirable scatts-ers as rain drops or the earth
background. Although the probles. then Is comonly desiguarldd as target detection in clutter, It is basically
a resolution problem. In applications concerned with radar Imagery, the interfering ,3bjects may be other
scattering centers =n the same target, aibich fact mav make V.~ difficult to measure the true cross-section

distribution in ringe or some other coordinate.
In the early development, of pulsea radar, the partumeter that defined resolution performance for tar-

gets within the same radar beam was pulee length. Modern radar resolution theory 11,2,3,41 has 2houn that
range resolution is determined by the signal bandwidth. Morecvc.r, rodat performance can be enhanced by Also
utilizing resolution on the basis of Doppler or more general forss of target motion. This has led to the

pulesposiby wth cang ofth carie fequncyfrm plsetopulse. An neitgqusonhn
beo es actly what the role of signal bandwjidth is in these higli-perfor-ance systems.

Thispapr ivesigaes he ignficnceof ignl bndwdthinbasically, matched-filter or I~orre-
lation rausr. It is an exenivation of the utility of bandwidth, bvth in coherent atnd noncoherent form, for
the typical tsaks of modern radar systeew. After a sAiscussion of the variousa tc-hods of utilizing the
avadilable frequency band, we consider such problems as the detection of moving or fluctuating targets with
high and low resolution systems, high-resolution approaches to target identification, t~irget detection in
clutter, and synthatic aperture radar. The purpose Is to examine the manner in which baildwidth enter* Into
t~e parformance of these systems.

2. FORMS OF BANDWIDT US~E A2D TERMINOLOGY

In the aimplest system. the receiver processes coherently a sliiigle pulse at a time by passing the
signal through a matched filter or a cctrelator. The process effect'-4ely subdivides the t~arg.,t space :Into
range bins whose width AR depeozds on the pulse bandtidth 3 as

AR - 0/2~3)

where c is the speed of lie=t. Ideally, only targets within the same range bin can interfere with eacli
other, and by increasing the pulse bsadwidth to where the range bin is so narrow that it contains only the
target of interest, we obtain perfect resolution. The radar is said to make cohereat use of the pulse bant-
width.

A ciceer exauinAtion of the situation snows that mutual interference will occur between separate
rafte ;,ins, -mless the pulse s~ectrum is tapered toward the edges so that it is roughly bell-shaped. How-
ever, the tells of the spectrun, since they contain little energy, do not significantly contribute to range
reqolution. -A given available frequency band thus can be utilized either for olbtaining a narrow range bin
or for eliminating the Interference between different range bins, depending on the practical requirements.

Suppose, now, that the single-pulse signal-to-interference ratio is Inadequate even though the pulse
baadwidth was chosen at the largest allowable v~alue. In order to enhance the sigual-to-interfereace ratio,
we then must integrate many pulses. However, an integreti~m gain is obtained only if the Interference is
dicorrelated from one pulse tu the next, as would be the cuse if the scat~terers contributing to the inter-
ferer-z-o have sufficient differential motion with respect to the radar. in the absen e of such maotion, or if
It is n-3t strong enough, the interference must be artliicially decorrelated by changing the carrier freqtency

.4 ~ from pulse to pulse. The process is referred to as pulse-to-pulse frequency diversity.

Thete is the option of integrating the pulses coherently or noncoherently, the latter referring to
Integration after envelope dettaction. A radar w'Lth ccherent pelse integration way be said to use coherent
frequency diversity, as opposed to noncoherent frequency diversity when pulse integraticu is noncoherent.
in the coherent system, the signal-to-interference ratio Is enhanced by a factor N frog the single-pulse
val.ue, where N is the numnber of pulses Integrated. Also, the ratge bin width decreases ir. iuverse proparr'ioa
to the bandwidth widening due to frequency diversity, and the long coherent integration time meansa an in-
proved Doppler resolution capability. With noncoherent frequency diversity, there is coly an enhancement In
the signal-to-interference ratio, but no change in range ot Doppler resolution from the single-pulse case.



) rh..n..,p- ;r,.a.%s.ar r, ~nk* -..szatu ý~maller than for coherent Intersration when Hi Is small.
X..kf ~t~ sv -arge,'whM h theu means a large loss compared with coherent integration.

Li I5 .dc5 itlt it.-4 'wv., i~~'~y th -ulc iz *I4azra dcc.,111c- t -f ~
0 intrI.ere.-i fro.± pu1.- to t-ul-v Is due ý,o -i '-ge in the Carrier frequency. liený-z. If more pruc-
ttsi*a t~.e % pt.!ue ~an 1uLýe site ccrnti uously in the fore of P' nl,'Ze pulse. This means that we have

th pr ion tu use the La-'dQidth o, a rulse coheren~~v ana abcaiz P_ raigo_ bin In accordance with the entire
pus bardwidth, 'r ta t~ubl~vidt. thý, ptilse t-arwhwidth irtro N segments.,rcs each r-gmenl coherently, Intt

,_nbine *he .utputs nnot-it% Wth tnis t'.pe of single-puise frr-(uer.c' diversIcy, thu ra-:ge Z~ie. width
it, N Limen as large as tor coherent sine J rthe (utire r-ilse bandwidth. Singrle-pulse frequency diversity Is
,f Intesest, pri-iLarily u~ien the bant~ldth cee-ied In or-dor to obtaiin a-; Pdequate s ignal-to- inter ierence ratio
is so large that tbr target is brvken Aup into its lriedv~aoi scatteving centers with coherent ude of the

entie plzebandwidth, and if this isuds.ae[:ntepitoveofrgt ez;tojty

An mp~tnt uetin I hr, lrgea reueny t,!NIspoeeiin ; o rle too drecozdcelabtY ,h .in owe

ence Itfollws rom- mantdcd-fiit.~r thecry 14] that decorreation betvaen returns from scarterers sepa-

there~tio bewee phse hif 0 etwen he wo etunsand theý range separati~i Ar of the scatterera is

0 - Ar(2n/)X) - Ar(m/cOfC, (2)

where X. Is the wavelength and f 0is tie carrier (reqviency. With a carrier chang~e of Af0 , we have

0 + AlO e Ar(2n/c)(f 0 + .If ) (3)

and with AO - r. we find a required carrier zhift of

Af c/2Ar (4)

&hii shows tbat the raquired frequency shift decreases uIth increasing range separatior of t~he
scatterers. The most demanding requirement thus is due to the scattering objects within the same range bin
that contains the target. The viinimum frequency step Afof hence is found by substituting for fir in Eo. (4)
the range sepitration corresponding to the range bin width Alk. By comparing Eq. (4) with Eq. (1), we them
see that the frequency step must be at least in the order of the pulse bandwidth. In practical terms. fre-
quency diversity requires frequency steps sufficiently large to avoid significant cverlap of the individual
pulse spectra. Witt. %-fold frequency diversity and tlhe most conservative use of the frequency bane;, the
system bandwridth equals N times the single-Vulse bandwidth. It follows from the fact that the miaxit'on inteý-
gration gain equals N that the detection performance in the Interference improve& proportionally with system
bandwidth if the processing is fully coherent, =0~ somewhat less than proportionally If the s-stem bandwidth
is utilized In part noncoherently. It is immaterial vliether the bandwidth is ccncentrated within a single
pulse or spread over many pulties.

3. FLUCTUATING TAF.urr MND RANGE PROYILES

We consider a system in which thas range bin is large compared with the. rargat dimensions. A target
whose dimensions also are small conpat:ed with one wavelength would have a cross section that is indepenident
of the aspect angle sad, assuming thit the reflective properties of the target teaterisl are not strongly
frequency dependent, also does not changvG with the carrier frequency. Actually, even with the often prac-
tical assumaption that the target can be modeled as a fixed set of ocattering centers, the apparent cross
section will be strongly frequency and aspect dependent. ia detectiun calculations, the assumption of a
"'fluctuating" target then is necesaary.

The Veason for the cross-section fluctuatinnem is that the returns frorm the individual scattering
centers of a target superpose with relative phases which depend on aspect angle as well as wavelength. Let
us assume a tariet CosI.StIng Of 11 oeaLter_ýns centers returning signals with amplitudes am and delays t,.
Lf the range bin is large compared with the target dimensions, we might as well consider the target response
to the cw signal exp(j2rf 0t0. V~ich I& given as

N j2nf (t-t) j2Tf t N -J 2sf t
Xt - a e 0 n e 0f (5)0

n1 n n-l n

The target cross section Is proportional to the square of the signal =zgnitude

14(c), a n"f) e m (6)
a-l

Even for r fixed carrier frequency, t4~ signal magnitude changes with aspect anglit since the relative time
delays tnU of the compone..ta raciy.

The frequency dependcrici of the-returr of Eq. (6) can be utilized to obtain, for fixed aspect augle,
the average target cross section. This Is to say that noncohterent frequency divitrsity w11ll smooth out the
croes-section fluctuations. As long as the target pretsents the same. aspect, the timing of the measurements
on different carrier frequencies is iamaterial, and other considerations govern the choice of single-pulse
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jr pulae-to-pulse frequency diversity, The interesting questions are how large the freoutnc-y step must
b Yiel .in iniependent sample, and over what hand tCe carier frequency must be varied,

The answers can be found simplv by considerinr the Runernoinf- f of th f.- .......... .... ".;..
the N ocattering centers. It follows from the r phase shift crltericn used earlier that sample Indnpendence,
-r a decorrelated measurement, is ensured if the frequency change produces a phase shift of at least is be-
Lween the returns from the (significant) closest and farthest scattering L.t-ver. Pence, if the range spread
nf the significant scattering centers is ART, the requirtud frequency shift ib given by Eq. (4) when ART is
written instead of Ar. From Eq. (1), it then is clear -hat the frequency step must at least eciual the barii-
wiJth needed to obtain, with coherent processing, a range bin equal to the target range spread ARf.t

To determine the overall frequency band, we must dWstinguish betwoen targets conslvting ,;f ro many
scattering centers of comparable strength that they must btL ccnsidered statlstical in nature, and these
where a few strong scattering centers predominate. In the i.Irst case, the number of weasurement,. and hence
the required frequency band, depends on the desired measuremen' accuracy. Our Intereir here is wirtk the
second type of target. Proper averaging of t:-e -rmss s-ction simply 'ecuires that a phase shift of ?. m•t•
be introduced even between the returns from the mott closely spacLd signifi:er:t scatterin. centers. Homevex,
this means that the notcoherent frequency diversity must extend over a freq-iency band that, when useo co-
herently, would allow resolution of the individua

l 
zcattering centers. Whether processing is noncoherent

for cross-section smoothing, or coherent for the ticasurement of the rr-ss-asct.ore distributio.a in range, the
so-called range profile, the required bandwidth i& the sane.

The same conclusions can be reached from the point of vim, of the target transfer functlon. fier cthe
target is taken as equivalent to a filter that modifies the radar signal ift sane chataceerist•• manner. The
transfer function of this filter is obtaincd by neasuring azplitude and phaiýý if tie retmrn vtinal. as a fnnc-
tion of frequency and, for our purposes, provides a complete descripciun of :1-e refl,•cive. prorerties of the
target. Since the transfer function is the Fourier rransform of the impuise reeponse, ve are dealing for
the assumed target model with the transform of a set of lines, giving a 5u.s 0t cosine waves with differevr
amplitudes and "frequencies."

In the above picture, the most closely spaced scattering centers will produce the highest and the
most widely separated scattering centers will give the lowest "beat frequency." Cross-section averaging re-
quires that the frequency band extend over at least one half-pcriod of the lowest beat frequency. Thus the
required frequency band again is determined by the closest spacing of significant scattering centers.

The preceding conclusions are verified by Fig. 1. It is a plot of the return of Eq. (6) as a function
of the carrier frequency for a target for which the closest spacing of Ecattering centers was taken as one
time unit (of round-trip ,tlay) and the total target spread was 20 time units. The smooth curve in F'g. i
gives the average over the oscillating curve over the interval from the origin tr the particular point on
the abscissa. It is seen that a good measurement of the ,'varage cross section is obtained when the carrier
frequency is varied over a band of unt wvidth, wich i.. ir.A!,' the inverse of the assumed closest time sepa-
ration of the individual returns. Over this frequency band, the oscillating curve shows 20 half-cycles,
corresponding to the rati- of target range spread and minim=m spacing of the scattering centers.

Although the discussion was Sgven in terms of the cross sertion of the entire target, it car. evi-
dently also be applied to a high-resolution radar measuring the range profi-e of the target and the fluctu-
atlons of the individual peaks of the range profile. Suppose :hat the coherently processed bandwidth is
high enough to provide a detailed range pi ile, but na.t so hlph that all scattering centers of the target
are resolved. A given peak in the range pr.file then nay be due to the returns from several adjacent
scattering centers, and slight changes in the aspect angle will produce changes in the shape of the range
profile in the same maauer as they cause cTcss-section fluctuations in a low-resolution radar. In order
to obtain an 3verage, or smoothed, range profile, nor.coherent frequercy shifting must extend over the same
frequency band that, if processed coherently, would resolve the individual scattering centers contributing
to a given peak in the range profile.

4. HIGH-RESOLUTION TARGET. SIGNATURES

The primary utility of high-detail range profiles is for target classification and Identificatian.
However, aside from the difficulty of relating &easured target cross-section distributions to the physi'al
features of the target, sever4l problems are associated with thia particular approacn to identificatior.
First, if the available, coherent bandwidth is insufficient to allow resolution of neighboring scattering
centers, the ;iape of the range profile will vary fro*. one measurement to the next, as discussed earlier.
Second, since radar actually measures delay rather than range, creeping waves and artificially delayed
returns will, appear to originate ircm a different point in range and falsify the range profile. Third,
i!aternal target motion such as tumbling may interact with the measurement of the range profile and addi-
-ional resolution on the basis of Doppler. In this section, we consider these questions in more detail.

For purposes of illustration, we assume a target model consisting of a number of point scattering
centers spread over some range Interval but with neglfgible spread in azimuth and elevation. The target
is to perform a tumbling motion about its tip. The relation between the tumbling rite and the duration of
thn radar pulse Is to be such thar the chinge in the target aspext is noticeable from one pulse to the
next but not during a single pulsai.

In Fig. 2, we have plotted a succession of rarge profiles for tis; t-,pe of target. It is seen that
the range profile changea with time, that is, as the target presents different aspects. Those peaks of
the range profile that do not change are caused by single predor

4
.nant scattering :enters. Where several

scattering centers contribute to . composite lobe of the range profile, the aspect variation causes typical
fluctuations, The sequence of range ptofiles thus permits us to analyze the nature of the lobes that con-
stitute the range profile.

The consecutive recording of the range profiles is a f.-rm of Doppler or, more generally, notion
retelution. Mhen motion resolution is on the basis of the carcier, the requirement for two scattering
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k ~zentErs to be resolved IS that their relative range to the radar change by at least X/2 over the co'herent
s ignal4 duration 1!,I. Vher, consacutivi manra prnfile. art- teeded. he :t b; =p,%;t;j. fiq iEthi returnk?
assoclazed w~tt the zwo 9s.ttering cexite~o thus wil! go through one full fluctuat4~ov cycle, uhich w113 be
obseevable to the record. The fact that a complete Doppler capability isa realized witlyout coherence fron
pulae iko 1pulse may appeaer puzzliog. bowstvar, since the amplitude of thi co-mbined retur~t dopends on ta*
relative phase of or~e comporeat wth reapezt to the secozr- one a9-attaring center esifentially &cre ea a
r.'ference over al 1 conaecuttvc pulsa-a Th~s is admqutte whea the number of intorfering 3catteri.ng centers
tS S411 as is n.' intereot hý.re.

The ploit of Fg. 2 corresponde tvi the situatioin 0hera the change In the Larget Aspict is so small,
or razige resolution mo crude, that no wcrthwhile cLapability in obtained of oeaiuring the ruxbling notion
tthrough a sequeace of range trcaru:ewvnt3 on the individual scattering centers,. In other words. the grosit
structure of the rang4e profilie remains the same for all 4urves of Pig. 2, and only the dei nstiou& of
some of th~e lobts of the range profile Indiecte the changinig aspect. The case of increased range r&*olutior
can tbe illustrated aimply by continuing the record!ing of consecunive range profiles for a long"r period.

In Fig. 3, ve ext end the record of Fig. 2 over tan times as large an :Interval, except :hat the time
between two range profilies now is increased to keep the nvaber of measurements the same. The tumbling motion
of the target is evident f rots the figure, The range profile lia being compressed as the .ispect angle changes
morn toward broadside, Hovever, while the lob-& of the range profile gcnerally converge tovaed the smut
poltt as we move toward the top of Fig. 3, thia to not the case for the last lobe. It follows along a curve
co~responding to a return from 4 point uuch closer to the tip ot the target. This wean.w that the last re-
turn includes some constanc time delay. either because it is a creeping wave or because retransmissioni occurs
sith some dellay.

The implications of .iich-%zaavrerenta on carger. analysis cannot be discussed here in any detail. It
Is clear that the coherent uzoe of lsr;e bandwidths io the key to si~gnatur~e antlysts in that It restricts the
muuwer of lntorferirg scattering centerQ to those within the rsae ratqe bin sad, moreover, allows range
trsckintg of the scattering centers In accordAnc.e with the particular target motion.

It vill not always be pos~sibl* iii practico to observe a target over a sufficient spread of aspect
angle. The variations In U.2 aspect angle nay be so small thaZ the cross-section fluctuations they cause
cannot be utilized for target analysis. Instead, we nay vant to aversge ovex these fluctuations by meals of
noiscoheren: fraqidev-i diversity and obtalln a smoothed range profile. This was discussed earlier. As an
illust-'ation of the method, We show In Fig. 4 such veraging for the same: targat as used for Fl.g. 3. The
bottom curve gives the range profile for one, particular value of the carrier frequency, for which the first
lobe of the range profile appears due to a single scattering catntler. The second curve is the average over
the first range profile and another one taken at a different frequency. The third curve is the &Vorag* over
three measurements on thrve different carrier ftequencies, and so forth, with the rsip curve giving %he
snrzsge over 8 range profiles.

The figure illustrates two points. First, the aveksaging introduces features that were not visible
in the bottom curve, such as the break in the first lobe an the left. Second, there Is an asymptotic ap-
proach to a smoothed rang- profil& as thei number of measuremients on decorrelated frequeoncies Is Increased.
In the case shmmi, the smoothed runge profile Is approached rather rapidly because the nmiber of interfering
scattering canters is small. In Fig. 4., we repeat the jolot of Fig. 4, except that the initial carrier fre-
quency (for the bottom curve) was different. Comparison of the bottom curves for the two figures shows the
proneunced differences for those parts of the range profiles where several scattering centers interfere.
Thws differenicte represent the fluctuations tn the range profile from-otic fre-quenacy to the next. tafain
however, the smoothed range profile is approached rapidly for the case of Fig. &a. and with only a few
measurements the difference* between Figs. 4 and 4a become insignificant.

5. TARGET VETECIIOI IN CWT-1fl

Detection of a target in a clutter backgrouwcd is a special form of the resolution probleft. The des-
ignation clutter implies that the !nterfering scatterers Aar of no interast, and also that they are so d~ns
that their resol-itici' would be Inpractical. For the following discussion, the coherently proceseed signal
is first assumed so short that no Doppler resolution can be utilized.

In order to obtain an adequate signal-to-c-lucttir rs~o.i twG requiremients must be net. First, the
clutter originating within the same range bin as the target mast be small, which means a coher-ent pulse
bandwidth as determined by the allowable range bin width. This Is si&ual bandwidth In the sense that every
part of the frequency band contains high signal energy. Second, clutter interferencet contributed from range
bins other than the one containing the target must be suppresoed. This is accomplihed by further widening
of the signal bandwidth, but with relativiely little energy in the added baodwidth. We refer to the fact
that the frequency spectrum must be smoothly tapered to~wad the esdges. in either case, It Is seen that
clutter performance Improves with increasing coherent bandwidth. Ones the Mutual interference betwe4n dif-
ferent range bins has been eliminated, the signal-to-clutter ratio Is proportional to the sioal boandvith.

Suppose that the available pulse bandwidth is limited to a value for which the range bin is Uarger
than the target spread In range. A further enhancement of the signal-to-clutter ratio then requires Puloe
Integration. However, with the assumption that the total integration time to too shore to achievet a worthý-
while Doppier capability, pulse-to-pulse frequency diversity must be used to decorrelate the clutter. As
was shown earlier, the minimuit frequency step equals the pulse bandwidth. Since the coherent Integration
gain e"uasl Vhe numer of Integrated pulses, and hence the number of frequency ateps, clutter performance
Is proportti ' to '-)-erent bandwidth even If it is spread over many pulses.

F Jee-to-pulsa coherent frequency diversity :is difficult to implement. Furthermore, the total It-

tegration time often becomes so large that the radar is sensitive to Doppler, which in sous, cases; may be
undesiratble. Thus It any be preferable to employ noncoherent, rather than coherent, frequency diversity.
As far as signal detection in the clutter is concerneda the only difference then Is the smeller gain from
integrating N pulses noncoherently.



Another limit ou the coherent bandwidth if the target breakup that zt if t!%e rstnge bin, is *ode
smaller than the target opread. Since the cross sectiott of the individuol scacttrlng centers -dill be
smaiier iuan Z'tih cinazd zrate etin of th2 taraet as a single unit, the breakup uill Se uudas:(rable if

*the problem LB target detection rather thar. signatut-t analysis. Re may elect to use it latge bend-
width, causing the terget tv spread over K range bins, but then noncoherently superpose the returns froto

* ~K conaecutive range bins. If the target cross seircion is iniformly d~stributed i.n range, the signal-tc,-
clutter ratio per range bin is independen~t of K, so, that the approach leads to a target detectability im-
proved Ly a factor equal to the gdlkn frov Integrating Vioncoherently K pulses. The use of noncoherel.t
bandwidth thus haes resul ted In further clutter smoothing. The process is entirely equivalent. to noncoharent
pulse-Lto-pulse frequetncy diversity, and it was sbown earlier that it. does not matter whether the frequency
band is spread over se-;,eral pu)sas or I!, roncentrated within a single pulse. it matters only whether it Is
used coherently or noncoherent~ly. 'lie number of effective integrations that determi-ae the nioncoherent gain
equals the nutmber of Integrated pulses times th, factor K by which the pulse bandwidth Is subdivided inte
noar',herently combined parts.

It iE worthwhile to note that the conclusions apply also if ran~ge ambiguities are included in the
considerations. If one attempts to increase the integration gain by raising the plilse repetition rate be-
yond the unambiguaus value, the added integration gain is off act by tlhe clutter contributions through the
range ambiguities. Suppression of this clutter requires that the ambiguities LA "resolved" by Pulse-to-Palse
frequency s~hifting, which is the same as frequency diversity.

We r.w consider thea ase where Doppler- effecte are significant. If OPt target has a relative Doppler
shift with respect to the clutter, the problem of cluý-ter suppression is one of achieving adequate Doppler
resolution, viti, signal baztwridth 'being of secondar- concern. If t.!e Doppler spread of the clutter encom-
pasess the target DoppTLP%: Doppler resolution sizplv becomes an additional means of clutter suppression.
The Doppler spread fru o-_ the clutter defines the clutter correlation time as T l/Ay, and if the pulse
repetition p"riod le made no smaller than T , an iutegraticn gain is obtained uithout the use of frequency
diversity. In otber words, Doppler resolut~o' takes the place of frequency diversity and conserves system
bandwidth. However, :be clutter performance stlilJ cart be Izproved by decraasing the repetitior period he-
UN Tc a=d usinxg frequency diversity for cluttet decorrelation. The situation is the some as discussed
sabv*3 extcept that thi, initial detection performance before the incorporation of frequency diversity La inr-
proved thrcugh Doppler resolution.

6. 5ZAK-SRAUMIE~NG RADAR

The systax to be discussed first is the conventional terrain-capping radar, where the beam is orient"
* ~at a right angle to the flight vector and the PRP is chosen eo as to prevent range ambiguities. With respect

to the problem of detecting a particular target on the ground, the task is one of achieving adequate signal-
ta-clutter ratio, as discussed ir. the prece lng, section. A large pulse bandwifth serves to subdivide the
grocad. riea~h into marrow ground-range bins, limiting the clutter space within which the targbet must be seen.
Y;Artbmr clutter suppression is obtained through coherent pulse in~tegration.

The Agreement with oerli-tr discussions can be verified by calculating the PPS from the reqiresent of
pulser-to-pulse datorrelAtion of the clutter. Since the clutter is due to the terrain, the Doppler spread of
the clutter equals the variation of the Doppler over the azimuth beamsidth 9az- If the platform flies with
veloaiq vs the, range rate at the edge of the bea is given as R - v sin eaZ/2 ý-. vOz/2 for small bandwidths.
With tiie bumsidth In terms of the real antenna length L given as Oaz - )JL, the Doppler spread can be found
at

AV - 2(2i)11 2v/L (7)

The clutter correl~ationA time then is

T l/Av -L/2V(8

Since the lateral besaw'th at range R. is 9,,R w' ,*L, the time it takes the target to traverse the beam,
or the total Integration tive, So

T - XR/vL (9)

From Aqs. (7) and (8). the nusber of Integrated pulseo becomes

r.- TIT c - ()IRjL)I(L/2) (10)

Since L/2 In the azimutlh resolution of the synthetic beam, the last result shows that the number of
pulses integrated, and hence tht Integration gcin, equals the beam compression ratio. The signal-to-clutter
ratio tbus ft given by the value in the absence of pulse Integration (as determined by the pulse bandwidth)
tiaes the gain fro% cetiarent integration. A further increase of the PRY above 21e utambiguous value re-
quirec i.he um of frequancy diversity, either coherent or noncohnvent. In the first case, the enhancement
of the sinat-to-clutter ratic is proportional to the bandwidth increase tbrouph diversity, whereas with
noneoherant divatsity the gain Is smaller.

The differenees butween toherent and nonceherent pulse integratictn are rove important when the radar
Is to obtain a sap z9 the tarreia. Whereas it Is Imateri~.1 whece the interfetence originater wheia the
problem Is target detection, It is not so with terrain sapping. With coherent pulse Integration, the In-
uttrereacce is reduted by the formation of a range-Dopplcx resolution cell, which vith t0* system geometry
under cousideration translates Into a range-azimuth cell. This fact permits the nep-jing of the cross-section



distribution In ran~ge and azimuth. vi~ noncoherent integration. azimuth resolution is that of the real
bean, and the enhancement of carg.ot .4.-tectabilit7 is through smoothing of the interference, but one that
comes 1rom an arec corresponding to thie azimuth width of the real beam and the range reaoistion cell.

A' a last sygtez. we conr.Ider aynthetlc aperture radar in the "inverse" mode, where a stationary
ground radAr obscrves a target as it pisses through the beam. If a target can be modeled as a set of fix*Ad
scattering cavters, the operation Is analogous to the ground mapping radar, and beam compression occ-Irs
along the target t~rack. Hovever. the system Is of particular interest for the smooth, man-made Objects for
which the apparent scattering centers often shift with a change In the aspect.

The problem can be illustrated on the basis of a perfect conducting sphere. Since it does not matter
whethoer the radar Is assumed stationary and the target moving, or vice versa, we can represent the situation
as in Fig. 3. The sphere is statiovary and the radar is moving along a straftnt line, with measurementa
taken at times tl, t 2, *..., tn. As seen from.i the figure, the scattering center shifts along the surface of
the sphere, and the measured range thange does not correspond :o the motion of the object as a whole.

In the case undor consideration, synt~hetic aperture processing must be adapted to take into account
the shifting of the scattering center. Onie of tie difficulties of so doing is to devise a processor that can
zconnuically determine whirh of the possible motions fits the observed signal sequence best. This practical
question will be ignored here. W~e are Interested In the theoi--ical limitate.ons of the method.

Resolution oertormance for a more Seneral (nonconstant range rate) motion of the scattering ceater
can be avalyzed by means of the trajiectory diagram for the reflecting point EQ.].- Since the -nlsy motion-
related quantI.Cy that can he measured is tOe ieflectom range as a function of time, we draw the suitably
fcaltd range R(t) us & function of time, a-; indicated By the solid curve in Fig. 6. We refer to this curve
.as the reflector trajectory in the range-t iie plane. The radar iignal now may be represented by photcons
emitted at each zero crossing of the rf signal, o- at a multiple. thereof. The photons move on trajectories
that are straight lines, reversing the direction upon reflection. The timing of the photons arriving at
the receiver represents the law for the zero crossings of the received signal. Thus they Indicate the phase
"modulation" imposed on the radar waveform by the target motion.

In a matched-filter or correlation receiver, the phase function of the filter, or of the reference
waveform irn the correlator, must match the spacing of the descending lines of the grid In fig. 6, Bowever,
it Is clear that such a receiver also will be matched to notions along the dashed curves In Fig. 6 since
a target moviug along one of these curves also will Impose the same phase modulation on the radar waveform.
As follows from the spherical geometry of the assumed v~rget, the entire family of possible trajectories
(if the lines of the grid in Fig. 6 are chosen more densely) corresponds to the motion of the reflecting
point on the surface of a sphere of arbitrary dliameter. This includes the limiting case of a point reflector
at the center of the sphere.

The Interpretation of these findings is that synthe!tic aperture processing, although it could deter-
mite the fact that the reflecting ceuter Is mcving on the surface of a sphere, could not measure the diameter
of the spiere. It takes high range resolution, and hence a large coherent signal bandwidth, to resolve this
ambigcity arnd measure the diameter of the: sphere to an accuraty commensurate with the signal bandvitth.

A large signal bandwidth also is essential when coherent processing Is to be performed on a target
with tranalaziontl as well as rotational votion. As am exMple, we consider the ground-based radar with a

* spinning target moving through the beau. This time, the target is to be modeled as a set of fixed potnt
scatterers. As shown in Fig. 7, the translfitional motion con be acccrmodated by assrmi.-g the radar to moves,
at' that a given scattering center on the target rotates about a fixed point. Let the diLltance from the cen-
ter of rotation be r and the angular velocity be Wa.

The parspeter that determines the target-imposed phase modulation is range as a function of time, and
from Fig. 7 we have

R 2 .(R +r sin0)2+ (vt -r cos 0) (11

where 0 Is e(t) a wr + 0 , and v Is the target spi-ed. If the beawvidth, or observation angle, is modest, the
quantity vt1RO. is sualloeaongh to allow the .approxi-satiors sin x 11 x, cos x :t 1. Expansion of the squares
Inr.'q. (11), subetitution for f. and use of tne approximations gives

R2 (t) 1 2 + 12 + (vt) 2 +2Rr sin wt- it+ ) (12)
0 0 ( O 0

Since both vt and r will be s~alI compared with R0, we can simplify Eq. (12) Into

2 2

0 2? 2R 0  si(II R 0 00)

Examination of this result shows tha- ýolltvin$. There are two tivme-dependent terms. The first Is
quadratic in t and Is due to the tronslatioi.*2 iatl n of the target. It ittroduces a linear FM into che
signal and allows beam compression along the larger- track. There also Is a sinusoidal varidtion In the
range, but It diepends on both the rotational ;id the translational notion. The problem Is to separate these
two components in the processor.

The solution again requires use of an zadquate signal bandwidth. A large signal bandwidth permits
determination of R. to the required accuracy. This allows the elimination of the linear FM term without An
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expensive search for the correcL FA a.ope. I a;didt•-.n, it premit. the isolation of the translational coL-
ponent in the sinusoidal variatinn of range, so that the component remain'ng is due to the rotation. This
is even more important, and amounts to more than an equipment simplication, when the processor must resolve
many different scattering centers on the target. mhe use of high rani ..... t"- = .=-: r ---

on the basis of motion can be performed for each range bin at a time, eliminating the type of interference
produced if the only criterion for target resolution is poor correlation. A filter that is ntot matched to
the received wavefov. may not yield a high output -Oeak, but it will pass all the energy falling within its
passband& This means that signal bandwidth must be used for background suppression.

7. CONCLUSIONS

The preceding discussions have ohown the fundamental significance of bandwidth for all types of
resolution problems. Coherent use of signal bandwidth restricts the number of interfering scatterers to
those within a given range bin, although difficulties may appear when combined resolution in range as well

- as Doppler is attempted. Noncoherent bandwidth use resutts in the smoothing of fluctuations, be it those
of the target cross section, high-resolution range profiles. ar of the clutter and interference. It has
little significance on radar performance whether the bandwidth is provided within a single pulse or spread
out over many pulses, in the form of frequency diversity.
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SUP.MARY

A new substrate technalogy for microwave integrated circuits ia described,
A which allows a planar intng-ration of magnetic system funct3iori. The approach uses the

fact that some substituted ferrittes, with Curie points sufficiently bel~ow operating
temperatuxe of the system, %ýrovide an excellent, low-loss nonmagnetic host substrate
which can be sintered together with magnetica'.y active zones of similar but unsub-
stituted ferrites. This technique offers the advantage of reduced coupling and system
losses compared to the technique usin6 an all-magnetic ferrite substrate, and avoids
the mechanical ccopln'xity of conventional dielectric oubatrates with attached or
plug-in ferrite dbt-ices.

Oomposite ferrite substrates have been sucoesefully employed for miniaturized
latching ferrite phase shifters for phased arrays. The tedhnique has alrc been used
in the development of minia-cure X-band radar front ends with integrated isol1ators and
circulators and for a pocket-size Doppler radar.

1. INTRODUCTION

Today's n'onventional microwave oi.rcuitry and plumbing Is increasingly being
superseded by Lntegrlted suabsystems in planar technology, using microstrip or micro-
slot-liues on a dielectric substrate combined with hybrid integration of active solid
state devicea. The integrated system approach has already been used tco reduce space,
weight and costs in several radars, such as MERA 11) and other airborne systems as
well as in various other equipment for l~ow-power coimmunication gear, BOX circuits etc.

A typical subsystem, such as a radar front end may include 10-20 passive
elements in the form of microstrip line sections arranged on a single dielectric

substrate of a few square inches of AlSO 3, sappbire or quartz, and typically 2-5
passive circuitry ts fabricated in a photoU~thc'graphia process large numbers of iden-
tical circuits may be produced in an economical way Thus making this technique
particularly attreictive for phased array systems with large nuwbers of individually
fed radiators, toa? standardized receiver front ends, or for compact expendable warning
radars.

All these systems in general also require a number of ferrite elemerits, such as
circulators, isolators and phase shifters etc. The integration of such ferrite ele-
ments~ Into a conventional integrated system on alumina substrate poses problems:

i) Perrites cannot readily be combined with alumina aubstrat-s. To accommodate circu-
lators etc. In a compl~ex integrgted s7stem, these elements either have to be
attached as sepfAlte "Psubsystems" with additional plug connections, and thus some
of the advantages of the integration technique are lost_ or alternati-aly, a WOe
must be provided in the hard ceramic substrate for the ferrite "puck". In practice
small air gaps or cracks can hardly. be avoided in this process, causing electrical
discontinuities and mismatches.

ii) If the whole system is built up on the fer-rite, one faceE the difficulty that the
cao'ice of material propertieu cannot be simultaneously optimized for the various
syv.tem functions. These are precisely the same problems as encountered for mono-
lithic microwave IC' s on semi conducting materials which ultimately led to the
davolopuent of the hybrid app~roac~h [2). Also additional losses occur due to the
magnttic loss tangent, and an imdesirable and generally intolerable temperatuare
oiensiti..vity is introduced due to the temperature dependence of magnetic pa.Lameters.
Karecver, the circuit propertise of the parsive elements may be seriously per-
turbecL by the magnetic flu~x extending from static or switched fields applied' to
ad~jecent ferrite elements.

Recent progress in materials technology Aow offers a solution to these problems
through the succebeful development of composite ferrite stubotrates, which allowa
complete ir~tegration of ost ferrite elements for nonreciproeal devices, switches and
ateeritq fractions etc. int integrated microwave syntoas. For these compoeite sub-
strates nomaiagnetioeferrites, i.e. substituted ferrites w,.th Curie pioints suafficiently
below operating temperature of the system, are used as a low-loss host substrate instead
of alumina. Theme "nonmagnetic" ferrites have such thermal propeie~ej that they can be
sincerred togather with magnetically active zones of simgilar, but mncubstituted, or
loes substituteid-ferrite material to form smooth, vacuum-tigtt composite substrates
which may be metallized and etched as a unit to provide maximem reliability and re-

A I pco .'cibility of the circUit [3].

Pig. I shows the application of this integration technique to a miniaturized
=*altbit latching ferrite phase shifter for an X-band scanning array antenna. The

~j I upper left picture shows for comparison the "very old" technique of a 4-bit waveguide
phase P-hifter, the upper right the miniaturized Integrated microatrip version of the
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samedevce ith"plg--n" errte uck inan A1203 substrate. The small holes in the

ini cracke ankd gaps. If the pucks are separately prepared and inserted after the patterns
havu been etched, 8 bonding sleps are required to connect the devices. Thz lower left
picture shows a composite substrate, after polishing, with the 4 magnetically active
zones ay-.together in a "nonmagnetic" ferrite -iost sutatrate. On the lower right
the completed device with the etched meander line pattern is anown.

/. micrograph of the transition 2one in a composite garnet substrate is shown
in Fig. 2. Nonmagnetic and magnetic zones show up on accounit of the slightly different
graAn size ia1 an otherwise perfect transition. in particular, the discontinuity in the
dielectric constrant is also small, due to the Himilar dielectric characteristics of
the doene materials.

2. TECHNOLOGY

The technology of fabrication of composite substrates has been reported before
L3,In principle, dry milled powders both of the "nonmagnetic," ferrite and the

magnetic ferrite are mixed with a bmiail amount of polyeeter resin and separately
filled into a dio and then pressed and sintered in the final geometry. The density
achi~ved in this process ia comparable to that of bulk material. So far, composite
substratee have bean made t.n the spinel system from ATL,Zu- substituted Kn~g~e-spinels,
and in the garret system Afrom Al,Ca,Si substituted yttrium iron garnet as host sub-
strater, both with Curie 'cemperatures belowj -40 OC, combined with different magnetic
zi.rrites of their respective family. There still existe a certain limitation in the
selection of materials suitable for composite substretv because the !~intering
behavitr, especially the thermal expansion must be reascnalbly well matched over a
wide range of tempe-ratures. To a certain degree this cnn be influenced by altering
the prefiring temperatule of the powdered materials, and further progress with
re~spect to available compositions is likely in the near future.

A different and potentially more elegant method starts from extruded plasticized
ferrites. These ate rolled into foils, with magnetic zones (also as a plastic material)
placed at the desired locations. These are then sintered together after slowly burning
out t~he plasticizer. While useful for simple "nonmagnetic" or simple "magnetic" sub-
stratis* this method so far has not resulted in vacuum-tight transitions in composite
substro tea.

Furthsr processing of -che composite chips follows the steps applied for the
fabrication of conventional thin film integrated microwave circuits. A particular
advantage arises from the fact that fine polirh (to <0,1 p roughness) is such more
easily achievable for ferrite substrates then for alusink, due to the low porosity
Pnd hardness of ferrites. This is Important because losses of microstrip circuits
tend to rise rather strongly for a surface rougbness of the order of a akin depth
(-'0,5 p at )t-band frequencies). N~o mechanical defects hav7e beer. found on composite

4 substrates during the following vacuum deposition cycle, with temperatures go nfup
to abt 4 300 C.* Mechanical adhesion of deposited copper layers (after "chrome iash
or 200 A Vd intermediate layer) is excellent on all properly cleaned forrites tested
do far.

3. SUBSTRATR PROPERTIES

The electrical and environmental propertifts of the "nonmagnetic" fer~te host
substrates are similar to those of 92umina. Dielectric loss tangents of <10't are con-
siotently achieved in bulk material by refined ferrite technology. The umicaded Q0 of
test resonators A.s about 350 at X-baud frequencies and thus compares well with similar
values for resonator&r on A120i [4). With nomsl copper circuit patterns the measured
attenuation at I-band is about 0.07 dB/cm in a 50 Ohm line. The attenuation as a
function ox frequency is shown in ?ig. 3. A~lso shown ie a theoretical result for this
geometry which gives cjse to the expectation that losses can be even further reduced.
However, the origin of the remaining di52repancy is unresclved at present.

The dielectric constant er of the host. eub3trate is slightly higher (-I1I for
spinelo, -16 for YIG) thon that of A120-4 (-9.?). The dielectric constant is stibstan-
tially frequency- independent in the micfrowave range, at least below 18 Glis. The
slight diespersion shown in Fig. 3 for the noraalized guide wavelength is entirely
due to the propagation characteristics of the microstrip line.* ThM -a s also evident
from the 'theoretical plot of the guide wavelength versus frequency, calculated for
a constant value ofe.

The microstrip guide wavelength ia not very sensitive to the environmental
temperature. In the temperature range from -40 to +60C11 the variation is less than
1%, similar to the behavior of alumina, thiereas for magnetic ferrites the propagation
is iuch more atrofigly affected by temperature due to changes in the permeability,
Fig. 4.

Peak power handling capa.±lity of the "ntonmagnetic" ferrite substrate is also
of the sace order as that of other dielectric4. Thus In composite Psubsatsh
maximum power level will be governeAt by the high-power behavior of the magnetically
active tones. However, within the range of usual microstrip applie -'.ions with peak



pO-der levels up to 1-2 kW magnetic instabilities will not normally arise in the
garnets and spinels used in composite substrates. Moreover. If required the peak
power level can be increased still further by known techniquee of aoping with re-
laxers. High aver-age por, on the other hs 1aan i eadg to a rise in temperature of the
devices at a rate dependl.,. on the unavoidable insertion losses. For circulotors,
*hase shifters etc. the 1. .tation is of the order of 10 Watts CW at X-band frequen-;• c~ies, for temperature rises )i about; 30-•

fIn additio to their higher brittleness, the only minor disadvantage o" "nou-

magnetio" ferrite substrates is the poor thermal conductivity, which is about an
order of magnitude lower than for A1203 . Quantitative data on both mechanical chookor thermal shock behavior are not yet available, however.

4. INTEGRATED RAMAR SUBSYSTEMS

For radar, the composite substrate technology offers interesting possibilities
especially for phasing systems of electronically scanned antenna arrays. The X-banM4
4-bit digital phase shifter as shown in Fig. ' with dimensions of only 3x3xO.06 cms'
is readily integrable with the antenna system at locations near the antenna elements.
This holds for systems with directly fed radiating elements and retroreflective types
of antennas with "optical" power distribution from a common source. In the partioular
device shown the meander lines are designed for phase shifts of 12, 24, 48 and 960
respectively, offering 16 phasing positions between 0 and IS00 differenticl phase
shift. Since only the two remanent magnetization stages of the toroidal ferrite zones
'clockwise and counterclockwise remanent magnetization) are used, no holding power
is required. This is a clear advantage over PIN-diode phasing schemes. The resanent
magnetization of an individual stage is reversed by application of a short (01 es)
pulse of about 10 A and appropriate polarity. The switching time for tne ferrlt3
zones is potentially less than I go with an energy expense of <1 pJoule. In this
geometrical arrangement the differential phase shift results from the interaction of
the atomic spins in the ferrite with a locally circularly polarized magnetic field
of the microwave within the substrate. The resulting phase shift is nonreciprocal.
In a monostatic radar system this requires a separate reverse switching operation
between transmit a.d receive operation, to obtain identical antenna bearings for both
cases. Because of the last switching performance, this should present no particular
problem. In principle rlso reciprocal pilase shifters can be fabricated by a wider
spacing between adjacent meander lines. However, the figure of merit for reciprocal
devices is only 40... 1400 phase shift/dB attenuation and hence much lower than the
figure of merit for nonreciprocal devices (200-3000/dB). The temperature drift of
the multibit phase shifter can be maintained at less than ±5% of the differential
phase shift over a rauge from -20 to +60 0. by selection of the composition of the
magnetic zones. In the garnet system this may be achieved by using GdAl substituted
YIG for which the saturation magnetization is substantially independent of temperature
over a fairly broad range. The phase change, which depends primari.-ly on the remanent
"magnetization, is then only slightly affected by temperature via the anisotropy field,
Pig. 5.

An alternative form of the digital phase shifter consists of a single meandering
line per antenna element. The desired number of phase steps are generated electroni-
cally by partial switching of the magnetization with short current pulses of discrete
aaplitudes, but below those required for saturation of the material. This design

? simplifies the address wiring at the cost of increased complexity of the electronic
driver circuitry. The figure of merit Is comparable to that of the multibit version.

In continuously variable microstrip ferrite phase shifters the adjustment of
phase delay is more economically achieved with transver.3e haeretic fislds between
the poles of a separate magnet. In this case the maiU-etically active zone should fill
the area between the poles to avoid nonmagnetic gaps.

Two 900 latching phase shifters (possibly on one magnetic;lly active zone) "a
be combined with a powvr divider and a branch line coupler to act as a miniaturized
latching single pole double throw switch for microwave power. A module for X-band use
is shohn in Fig. 6. ln the present crmfiguratlon it provides about 20 dB discrimi-
nation between the syruetrical output arms of the coupler in a frequency band of i0%.
However, the Ciscriaination ani the bandwidth may be improved by furtheic optimization.
As a single switch it may be used for example to separate transmit and receive
operations. In principle, a tree of such modules may be used as a switchable addressing

Ssystem for multi-input circuits, e.g. for tnnection to a Butler matrir ¶5) in an
electronically scanned array.

Another important use of composite substrates for radar systems involves its
application for miniaturi-ed integrated receiver front ends or frequency converters
etc., which generally require a number of isolators and circulatord for decoupliug
and matching purposes. Fig. 7 shows two versions of solid state X-band front ends.
The systems differ in the manner in which frequency of the local oscillator is
stabilized for use in low noise radar and communication systems. In both circuits
the basic part includes a singly balanced mixer with 2 Schottky barrier diodes mounted
at the output arms of the branchline coupler. These are followed by low-pass i.f.
fIlters. The mixer noise figure is of the order of 8 dB, if measured with a 1.5 dB
i.f. noise. The signal input of the mixer contains microstrip isolators, built up
of 3-port I-circulators with one arm tetrmiated reflectionfree by a vacuum-deposited
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thin-film resistor (Cr-Ni). The isolators essentially reduce reradiation of local
ouciii&tor p04,t a.uU Q.= bW. t
the antenna. In the system shown in Fig. 7a a aunn effect device is used as local
oscillator, and an APO loop is included in the subassembly. For this purpose part
of the local oscillator power is coupled to a discrimirntor built up from a meandering
delay line as the frequency-sensitive element end a separate balanced mixer. Any fre-
quency deviation from the center frequency of the discriminator gives rise to a
rectified voltage which, after amplification, Is superimposed on the Gunn element
driving v3ltsog in such a 2 phase as to cancel the frequency deviation. The entire chip
with dimensions of 3x4 cm contains 14 pissive components, including the circulator,
and 5 active devices on one composite substrate. The front end shown in Pig. 7b
contains instead provisions to connect a separate quarti, stabilized rf signal derived
e.g. from a step recoviry diode. The filter circuit essentially serves to reject
harmonics and spuriaus signals from the multiplier chain used to transpose the 50 MHz
quartz signal into the X-band region. Alternatively a low-power stable rf sIgnal
may be used for injection locking of a separate Gunn oscillator. With an injection
power of 0.4 mW a pulling range of about 150 MHs has been achieved for an 11 mW GurAn

,%lement.

The composite substrate technology has also been used Zor the development of
small all solid state radars, which find a variety of applications either as warning
devices, electronic fences, as boat radars or in vehicle traffic control systems. A
poo.ket-size Doppler radar for the detection of voving objects is shown in Pig. 8.
Th: entire rf circuitry is arranged on a 3x3 cmw- composite ferrite chip with an
integrated magnetically active zone for the circulator element. The systems 15 mW
of "-band power are generated by a free-running Gunn effect device. A smell part
of that energy is fed directly into a b'lanced mixer to act as the local oscillator.
The remaining energy passes through the 3-port calculator and is radiated by the
attached dielectric rod antenna. Microwaves received by the antenna pass the circu-
lator towa-ds; the signal input of the balanced mixer, again formed by the branch
line coupler and two Schottky barrier diodes. A small permanent magnet (ferroxdure)
placed beneath the circulator disk serves to magnetize the magnetically active sone.
R*ecvived signals, which are Doppler shifted, are asplified and indicated acoustically.
With a simple transistorized asplifier, an antenna gain of about 13 dB and a bean
width of 400 a moving man can be detected at a range of about 40 meters. The range
can be readily extended by means of a refined electronic trigger circuit and improved
frequency stabilization of the main oscillator.

5. COXCLUSICK

The use of composite ferrite substrates Instead of conventionl, dielectric
aubstrates for microwave integrated circuits offers tas advantages of increased system
reliability coupled with potentially lower production costs because of the easier
mechanical handling of ferrite*. So farc tle spectrum of materalas which can be
comboined to form a monolithic substrate with magnetic functions is sonewhat limited
and leads to necessary compromises where different system operations have to be per-
formed. it is expected, however, that within-the next faw years through fartber pro-
gress in molecular architecture a much wider choice of compositiona will be available
to the system designer.
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OPI!IKISATION SUR ORDINATEUR WL RADOMIK A MOPOFM"E

par a. PIERRoP Ingdta~ur AN wt ESE

Chef do laboroaoire I&

THOMSON - C.S.P
92 - MALAKOFP

Uno programbation our ordiriatour dui osicul des diftrstxone d~un faisceau d'antenns prodi~to.

per ~un radjus do points avant & 6ti miss au point.

L'tlsto des programmes do caicul do Ia dfrlation d'azo, "' la perz, do transminssion at

des remont4*2 des lobes secondaires, pormat do ditorsiver s

Ina coubinaison par~a6trique optimale rdpondasnt & un problims pozoi (forme gnifirale dui rad&&s,

pgraittivit6 at loi 'd~paiseour de ia paroi)

is*e performances radio41.otriqeso thioriquament, rdalisablas

- I importanco, does effete port-Arbateurs due aux irnprdcivions do xiemesation dui rad~a-i at aix

variations do tsapjdr-stiie dons es* conditions do vol.

Catto coenwriiotion set ant s~ynthaso dos 6%udes offactu~oa depiiis plusltuurs anniss par I&

THOMSON-C.V oar lox radifass aroportis. Eli* & pour but do montrer lee posuibilitils do ia

m~thaod* aie caloul doe perfie~sancos radiodieezriques mise au point au oourt de cean 6tudes.

Leku oareotdristiquaw d'un rad~e adroporti consti~uant la points avant d'un avion ou d'wi

".in interylonanut besacoup mar loa performances du syst~ns radar qulil oat destink A protiger.

Llor-timsatiofl do coo caractiriatiques on fonction dui problime pos6 set done do prexilre impor-

tance.

j Lo problime gindral consiste & rochercher !o meilleur coupromia ontrs lee exigences radiohloc-

triques, adrodyrnamiqa~es st aioaniqumi. Gdn~ralemout, 11sa consxdrationa aerodynaniquesaet

mecaniques detinissant la, forms gindrale dui rad~s. St 1 'dpaisseur minisalo do is paroi sont

prdponddrantoo, a+. I* probltae as ramine&s ltoptiaisa~tion os 1i- loi d'lpaissaor de Is psroi

(on li~i~iat )'xnvestigatiOn &ar tozhnoiogisa olsasiquos "Nonolitho", biozn quo la xdthode do

oaloui prisentio u'oppsliquo ausal au.x parot. plus complsxes do typo multicaucho), pour o~ttnir

lee diviationo d'axo, pertosi do tronumiooion ci rsmont6o des lobes aecondpAres ooahaiv4s daus

uno beands peasants dounde.

L'objet do cette oommunioition not do ison'rer quo coo oaraotdristiquoea sont soooooibioo par le

salami, as qui pzwat ikon souloisent do difinir ia ioi d'dp~asoour optimal*, main maumi. d'*ttoc-

tuor des dtwies paramdtriquoo gindraleo psrmsttant do chaisir an connaioasicce do couse I.

meiliour comprazaas ontro exigences eirod~ynsmlquos ot radxodlectriques.
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I; Le caeloil exact des ditQrmjitt"":a apportdom par Is iad~uo cau faisosali reyonw6 par l'antanne set

pratiqueon.nt inextrichble. Don approlimttions sont nilcosisairem et ontratnont LntSvitabUonft

doe li~ations au domaine dei valtd~tt des z'iinultatai.

i.1approxxination prir'iipale consists & eft'.ctuar dea raisonnoinonts dloptiqae gdomdtriquo. Elle

set vi~laala on champ procna do l'mantonne ,uiwqulb. une distance do ).'ordre do 0,1 & 0,2 d 2 A
si d oct Is dteAm4ro dlantenne ot A I& longusur d'oflds.

Rr'. effet, I& dintrioution do champ dens uzi plan para1161e & 'iitowrture rayo-rnants do 1'sAftenne

stpratiquenent In =*me quo our I'antenne si oetto condition do distance sat reaptectd (1).

A Cette condition limits ginirsaement llutilisatz:.n de3 calculs & des anteznems do disamitre

super'oiir & dix longueure d'onde.

La figure 1 montre la principe diu calCuz. Le raisonne'msn$ sot *Mrfctuti on ricption -u

front d~nd plan ftuLamplitudo arrive our Is rad~me dars ls. diroo'.tion d~une souras inottrice

situ6s & grand. distance. Deux cam do rayons mont & conexeidror :10 premier concoor noW rayon

qiri apriem la traversde dui rad~mo arrive direotomez-. Bur I.'antenzio, ot Is second un rayon qui

n~attoxnt l'artsiine qu',pr"m uni ou pluainur3 refloxions. A chaque trawersie oia r6flexiOD &M

nivontu do Is. paroi, lea coeffxcients do transmission err do x'iflax-ion mont calcul~e en amplitude

ot plisse eau moyon dam rýlaiUO.7 ilassiques des lamss A facos para~illea Lo signal total rogu

par 1 taztonne eat 1 'ink.grale des axgnIaix rog'as par 1 'interaddiairo do chaeaw do c.,m ra-7ns.

Ra oftoctuant a. calcul & pluuiaieri fr6quoncea pour oheqtua position d'mntoanno Wa rapport aui

rodifao et poar chaquet position dii front, d'onda zrci%1Ga% par rapport & l'antenflo, )btisnt

uns, vuo cemplito doe effete dui radbme Bur 1. faisooai d'anlenne.

Ce typo don t~z:,ula rdp4titifa sa prite trite bion A l'.xplaitation our ordinateur. Cett* exploi-

tation *a,. rtalis" aue acyori do. trois. progrmeao prinoir-aux i

- Is premior a pý&r 'nurt Isj calou.I do 1& ddriation d'sxe anr fonotion do 1'1orioatation do 'an-

tenne par rapport au rad8mo (en zalculant I& direction dir ziro d94*axtomitz'ie d'uAn qmtZs

monopulso), il permest 4;zleent is r&!-ul do la port* do transmission.

- jo second a pour out 1. -alcai de Is -7mor~to dea lobes cecondtairos do l'antonzrs

- 1. troisiiao a pour but ~'a"ptimilbitiur de 14i lii dlipaiemsur do Is. paroi afin do Minintisor

I& Adviation d'axe.

3- ,tESLTAII 03?YNUS

La f~gurt 2 zzntro un diagrammot do rsaronnement nas :uli, coSF51'd & ian diagramoe mesturd. Le

calcul co~e 1 'oxpir-,nentti rtx fon% bion apparAiTtra !a "lobe do r~floxion- bien connia.

La sigure 3 stontro une tourbe do diviation d'exe ,en fcrction du dipointqo do 1'*'e.onne par

rapport eit radftoma'.cculie e meourie avsart d'offectiuer coin corrections d'dpaieneour, at la

f gure 4 1^ r.~629 courtse apriZt applicat-.on de la correction dtdpaxsneur ca-crilde ani .oyon dui

Cszu quolqufio exeirples montrerit quo 1.# carr-ilatton entre 3oa risultats do cal'rrl et its rigu-41

eal xp4ricentaux eat yo~nne. Mel apparstt ezzore meilleure Bur don rdsultats do mynthiest Cq'.

Bur lee calculs 414montairsru.
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Par example, la, nourho do la figure 5 montro Is, var-ation caloulido do Is, pente d'aberiratiofl

(mazinaleoen fonotion da dipointage) on fontixon do Is frdquenoe pour un rad8Om alogen

1,8 (i'vaaongement oat difini. come is rotpport *Ft41ad.6a~c-- !a at r~,- A

I'antenne at Is diwmire dux rad~n. aux droit do llantonno) avee wie parox do permittivit6 5,

§ coupardo i uno courbo diduite do r4oultats expirimentaux. Ca type do courbo met bien on dvi-

donce. !a u6loctxvit6 dux redOmo. Cotte sketotxiviA n'oet peas modifide par )ar corrections

d'Apsassears qui provoquen. saulement un. t,'anslat-on do I& courbe suivant I 'axe don ordonnits,

Sur Is. mime figuroIoa oourbos tracies pour des peumittivitia do 3 ot 9 montront qu'un nccroias&-

matt do permitt'.vit4 provoqut une d-.axnution di la band. passante (rdsu1-.at normal) ot unn.

dininuixion don aberrations A Is, friquonce d 'accord pour un rad~ina & 6paissour constants

(x.3aultat plus inattondi).

Siur I& figure 6, lea courbos tracies pour uno pesrmttivit6 de 4,5 at des ~allongements do 1,4

vi 1,8 ot 2,5, montront de mat.. quo isa lehctivitd augmente avec l1 allorgement (et que lea

aberrations & la fr~qaaonco d'accord dimanuent).

L& figure 7 wvntro uno reprdsontation dea abarrations on fonction dux ddpointags relatif de

1 'antenne par rapport au, radaOm on site ot on gishsor.t. Chaque vec,.eur reprisento on 6cho3 1.

dilatio Is. divintion d'ax.o aux point do site st do gisament. -orrespondsnt A son origins,

Cotts figure montro 1 '6volutizn des aberrations pour des badayages dte direction quelconque par

rapport a'ux axes. Ces r6aultats sont d'wx. grand intdrit pour 1'dtwln par simulation do 1'offet.

des Perturbations sur i 'onsomblo 61a Syttaso Rader. Laur cotte figure il apparsdt nettemont quo

lea cccposantel d'aboxxation, pour des dUpointages coltbinds on site at agoesmnt ~n'ont pas do

relation smaple avon lee coaposanto. trouv4.s pour Ien mimes d4'oxntsgees dens lee plans prinacipa-x

Un autre rdsultat ii. --ortat Gut !a, cise on dividence de la propcrtionixalxt4 do Is, 46viation

'i'axt & l& Ic-gear do faisceau. pour une giomdtrio do radamo donndo. Cetto proprxi~t eat mise

k Profit pour tracer lea coanrbea on coordonndea r6daaites et obtoair axnsi des r~sultats plus

seniraux. Ainasi sur Ion figures 3, 4, 5 et 6, 1'lichelie des ordoonnes eat gradateo on aberration

eax on pont., d'aberration xultipli~e par It rapport d/.A

nI r~sulte, do cotto propridti quo I&. faciliti do rialxxcation Oudso d4via-tion Alaxo donnio

d.¶pond do La largeur dux faieooau. une diviatior. d'un dixi~se do largeur ee faiscoau out trAt

oo1 & obtonxar, alors qu'uno d~viation d'un rentiv~ne do largour do faiscoau *at tr~s difficile

&rdaliser.

4-POSSI3ILI DES CALCULS

qaxeiquabem xamples don possibilitge dl6trde p#ra*a~triquo at 4'optxzaien.on de la, lox d'4paissear

ont 6tA donn~s pr4eddiw-asnt. D'tzres poosnxbilits .rim int~kroess'tos on rieltont. : l'iade

doe effete perturbatenre provoquha pa los variations d* tamp~rataxre ot Its iuprdcisions do

rialisation.

Une *tariation do toardrataxro provn;qu no e variation do yeritttivitd et one variation d'~poisaour

do Isa parox. En simultani lam conditxons do teapiraturo riolloo dux vol (variain zontxued

toapdraturo Is long ot dens 1 '6paissour do lI- Perot) par des variations quantift~iis do per-

nitttwttd at d'4pa&smuear* !a calcul eat possible.
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Lee oour~jee do !a figure 8 montront quo I offot de Is, tospdrattare provoque un, treanalation des

courbes sulvaifl 1 ~xo aew abeluose tcot arrol on% am a is, variglion d. I& %eapirsiure uoyenno

do ia paroi) at un. translation suivant I'&%* des ordonndes (offet dtI au. gradien~t do tempdra-

ture lo long do In, paroi qux provoque uns didtrioration partiolie do Is. loi ddpaiesu.ur

corrootrice). Par as procddd, il set possible d~une part do prdvoir la radl~uo pour *son condi-

tions d'utilioatioA oxacloo, @t d'sutre part do diduire lee performances du rad8ce on v3)l des

aseurt. *ffectu6se & asol & toapdroturt ambient*.

L'infiuenoo does ipr4cisione %io riaiksation sat 4tudide do nsni~re sosbisbie. Ce. ispr~oicions

portent our Is. perwittivitt at 1 'ipeaiseur do la paroi. Un. imprdcision our ls. velour scyenzao

S provoqua une translation do Is. eorbe ginlvant 1I'ax* doom aboisses (figure 8) et lee variations

outour do cotte valour soyomie provoquont uno tranclation suivarit 1 'ore dos ordozindba an

ditruisazxt petialimont l'effet do la correction d16pawhssr optimal*. Cointrairesent saux

effete do la, tsmpreturo qut co's Wyet~matquos,, 005 translations &out aliatoi~rev (ion lois

de rdpartition d"pendent do la tochnologis atiliedo pour Is. rialisation), lour exploitation

%3t dono feit* par to, proo~ddlo probabiliaste. LWa rdaultats permettent do connatrtr a priori

1.. efftet des dispersion* do fabricatgin at d'en dddutlre 10 Vouroentage do rebuta prdvisiblo.

Si I* pouroezxtWg trouv4 eat inacceptable, ii faut adatttre do retou~cher 1ou radS... apr~s

ian premier teot radiodiectrique (co coo sat frdquont pour les raddme~i oiL stra'..fiA verre

rdsine). L4 programm do oaloul d"optiitiwt~ion do la, li ddpaisseur permet ealrs; do calctiler

lee corrections h efteotuor d~apris lea rduult~ats do sesure.

L'utilxsation, dea prograouw do calcail sat ntile, au cours does diffirentes; Atapes d'une

-am Lour. do la pridlude, el1* permet d'dlatoror ion Info~rzations mdcossaires an choxx dui

solioarcamroma osre ea xi~ncess~rd~nml*sgu rs'1,odlectriques at adcaniques (co

aboix abo~Atit & Ia, ddtinition do la form. da radbee at do I&i permittivit4do GI& paroi)

-am coure to 1 'dtud., oil* poruet do connnTtr2 a priori I** performancer ot Ios rebuts

prdvluiblos an forictieri des tolkrances de fabricaticm, c1 d6 difinxr Is, loi d'5poinseur

&rdalioer.

-an couro do Is. e-alisation, *Ile perent do ddfirn~r los corrections & effoctuor pour compannor

Its disporsiocis do fabrieat on.

L'axistanoe do coo progremos do calcul a pormis 4i'Eclaircir considdrablowent Io problies do

It d"finition eos, rad8aoa, probi~as dont ia, difficult& *a,. conmae dopizis lar~gtoaps rat qui.

provoque des limitations saux porforumone des systbaee rmdar adropar-ts..

Rif. :-(1 )KHiK R.C. "Niorowave Scanning Antenaw= VOL.' Apartoaro AcaI..xc Press 1964.
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PATTERN COMIPRSSION BY SPACE-TIME BINARY CODING OP AN ARRAY A.rLA

S. Drabowitob And C. Aubry
•homacn - CSF

92, Bag.eux. Franwo

SUK.4ARY

The p•rpose Of this pmer Is to describe s procers of space ocanning by aeans of an array antenna, the
radiation Dattern of whith is time-sodulated. Thia modulation is obtained by associating a I bit phasf-
shifter (0'- n) to each rodiating element of the array. The received ziZnals are processod by means of
adaptivw filterc or of co"r-letors corresponding to various direct~on ebzples. Tnree coding types are
considere* i reception coding. transmission-recept:on coding =d m riodic c'4ing. The =qin advantages of the
space-time 1.4nary coding rasu!xe from the simplicity and economy o! the phas.-shifters and their control
elements. These advantages are ztained at the expense of an enery loss of at least 3 dB. This disadvantage
Is not necessarily r*dhibitory azmt the process constitutes undoubtedly &a% nddit.onal solution available to
the eWIneer.

I. INTRODUCTION

This communication is made within the frame of R. and S. stuiies on the signal p-ocessing anternns.
Its purpose is to describe a process of space scanning by means of 4n array antoinn, the radiation
pattern of wvich is time modulated. A rnapared with conventional array-, the proposed system offers a
certain numbe- of advantages :
- Simplicity and economy of the phaze-shiftera and their control element:; reduction of the insertion

losses (aivantages over electronically scr-M'rng antenna*)

- Use of only one receiver (an advanzsge over multi-beams antennae)

TZics* advantages are obtained at the expense of a certain loss in the signal-to-noite rntio, and they
require a certain nmber or correlators or adaptive filters.

In section 2. ws present the general princiole of the space-tise coding of an array antenia. The following
sections dea., exclusively with phase coding, and specially the binary phase zoding allowing to obtain
the above mentioned advantages. We shall examine the cases in which the coding Is made at reception
(section 3), then at transmission and reception (section 4). Further we shall consider the highly itteresting
case of the periodic coding (section 5). For each type of co-ing we shall try to evaluate the integrated
eneray At reception during the measurement time T. For a target located in the direction referenced by
this energy is proportional to E G, (,, G, (00

Ge(e.0) and Gr0,0) are the gains at tinanmission and reception in direction 0 d at the
umoent t. The proportionality factor depends on a certain number of parameters which are : the transmitter

power, the target distance, its cross-section, the various losses the integration gain etc ... it will
I- assmed that it does not depend an the antenna tyce used. The results obtained are d.scuased in the
last vert of this payer (section 6).

2. GENERAIL CONID&•I•I0S

2,1 Angle time anaiogy

There is a great analogy between a time signal and its frequency spectrwu on the one hand, an4 tha
radiation pattern of an array antenna and the illumination law of this array or the other hard (I).
The definitions being thone of fig. 1 one will write, S

S• {•=/ F(F) ej• I •

)an0~ ~ M 1~

r 2
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vAa analogy utrcngly auvgest3 to trunopoao into the angular field, the arW signal processire
toctniqiiea ,sw, in rft:.ge and velocity mesauromentsý Thus as the range resolution only des•enMs on
the autocorro', tior, function of th~e transmitted signal (or an iti spectrum intensity), in the em

way, the ane-a ,lr esolation oaly depnnd on the antocorrelation f"unction of its radiation pattars.
%or on t.he inten~lty of t.he illumin~tion law) (1), (2), (3). An array illwinuated with a "wao~y*

-as* law, has a *easn'• pattern, as Well in phase as in amplitude, bvt the autc-correlation function
of this patten. - which characterises the antenna possibilitieo as regards the angular resolution -
smy present a very important peak value. Here ye recognize, in angular form, the principle of the
pulse cosureasion noed in rang asureattsx.'i pattern ompreaion. possibilitr, tegethr with the possi-
tdlitles provided by thi us. ef quantizud electronioaray phase-h•iWters, is the basiu of the process we
intend to denoribe.

2,2 Principle of the space-tie coding

Fig. 2 ahow* the principle of the space-time coding of tha array. Thin array consists of N radiating
elements, eaO one of which associated to a smodulator. The SPACE CODIN is obtained by choosing,
in the tiae interval Ti, the complex-valued a-plitude a.•. of each array element (n . I, 2 ... 5).
The time euccession o: a nuaber K of illtaination laws, with respective durations Ti (i - 1, 2 ... Xj,
defined te* TI• CODING. The coding Is then obtained by a matrix with complex valued factors,
inclzding K h.ss aM1 N coltumn. To each space direction a tios signal r(o9t, is thus associated,
received by the array, craaractertstic for this direction. In the ease where the array operates a.t
reception, F(,0) is poroortichal. to the modulated pattern V(8.) (fig. 3). In the case where it
operstes at transaission-recetion, FVo.0 is proportional to (Ok) . Ie 4, . o
representing a met of direction samples in the space under scan, the processing of the received
siz.•za vill be made either by smans of filters adapted to the signmals f(N,,k) , or by means of
correlators.

2*3 Phiese coding. 0 - 9 codimg

We only co-Aider the case of the phase coding, and specially the binary phas coaing. The aodixntors
represented an fig. 2 are simple 0 - n phase-shifters with all the advantages implied. It shall be
sotei that the olectronically scanning process, by means of a be1a of conventional shape. corresponds
in feat to a particulary simple space time coding, derived from mechanical scanning antennas t

- The space co.ing consists in setting a lincar or quasi-linear phase law along the array

- The time coding is defined by the different ph&se lavs successively net, i.e. by the stvcessive
positions of the antenna. •a• (fig. 5)

2.4 Conser.tion of the phase infozuation

Since the illtminaticn. Ia of the array c€naiata of a succession of termu vi.h phase 0 and A,
according to a conve.,'.onal pr-operty of the Fourier Transform of a real function, the resulting
pattern has au sven amplitude law and an odd phase law. It can then be realized that, to wske the
distinction between the left and right parts of the sector under scan, it is necestary to keep the
phase inforwa•ton contained in the pattern, i.e. in fact, in the riceived modul-ted sigmal.

3,RMHEPTION CODING

3.1 xprtssios of the correlatore output sigrals:

We exaa that the treanalesion gain is uniform in this secto- to be watched ; ihe signal reflected
by a target ocated in the Go direction is modalated by the antenna pttoern it 'hit direction i

fVe..e) (fig. 3). Simultaneously, a code generator elaborates the IF referenct, aignala •f(..,
concerning the variow direction stmples. After a frequency change, the received signal is compared
to the signals fiGt,) in correlators producing the signala

T/Oe.e,):j2P~c.n ,Y, o.,E) dk

In the time interval ?i, the illtmination law of the array is expressed by

IL a,.. lon o (N isotropic sources)

Where 4 represents the interval, e*preesed in space frequenciea. between two successive array
el9eents. In order to simplify the calculations, it mill be assumed that Qif t -4 * The
corresponding pattern is expressed by *

M lý (0) __F a. p~j1-irm , i
Thean one can writes z

Let un asnie that the coding matrix is such that

0;,% a2 o M M,t
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*hem -ra., 0) is reducfd to

V8-0appears its the autoc-rrelatior. function of the pattern, i.*. (06-90j It is the
?ourior transform of the illuminat-.on int-niaity. Vit'h st tolerance of one factor, ona has

W In rder t o orret in ror the expression of itamc is Inertclessry to .si... the~ be co sina
geneato at[he xac time w- t3 False refcee i y the toalrgfetuny Is racive byte aonirray ith

ori s o fvosthtti insagnte is n -otkow , ntr eia whehe thereoete pulsek exits.To
eleinaoctity dficAt aper that codin in care oat ind a cyclesl thner, w~ith eiod qa toe

thelegthofthe sthranmte upri uls ezm. Terfrne6 orsodnt ie ieto

a impl ifis ther ientca sregaro s of neltt the cmodelatoreupd aas, siigna enthatthefllowscing

sprou orming sthe exprsiones of coitunst. In relaticular 7- a.9-ri0ed byteomesl
X O -' a;. e I is rjv Ne ! M 3 nt matrix) IFtocnweeA is th ope rqec.I ac ifuwe catsider ihe.

infue ber of t;atxpoentis sd qal t or ca engethed anditb oan easilty heseen ts, A~is rtooalso
a opli er trnfor m th etrspriu therns.ae rdc naini eut httejtes

(o)Comarig te rceied ignl wth he efeenc sinal on ocain be fqactted ras par s Xorf

Leit the rinerothe ciase ofms cbyatca arrayse operatng cluatetssiso-eo~o.I aeo

(d)~~~en wicul lpfthe garion o. f th corrcelosto otpue sigals asuing tiheao the foslrlowictnr

the tAe is lelcoding mtedrix the tines, Iclmstheerlain vaueofth integate nr ize byteut

Since BAN tePuirraW~nsfrmkep the recivin protuct incariant it besus t wthat wthe pternd are~in

The ntratsiions winbethersi qolaoi nigrwt ang nsco h r~aci~ eeto

is anulr pitv-d of time oboarvd sh vletofr h nerte nyi

SCURICANWA aletrofia oiew thesetchasesal the atmptterni..~ cwuianle rgieda scoa
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T-= =--_--f 1) - n CODMIC L(.jAH.W. thG accu.-te calculation of 9 dcpands on tte choico of the codes
used. Howeror it is possible to ovaluate this en=rvy by processing the pattern ag a co•mplex-vaiued
random function of tho wan-Uw "riatla 8 . In o hypothesis whrre the niaber af patterse is
great, the sathlawtical expectationh can be identificd a* tive avragee. As an example,

L f t

Further v. make the following hypothesis t

- T&he proces is statik.nary. For instance <1)(a)> is independmnt of 0

- The procegs is ergaio: the aversae valu~a with respect to 0 are equal to the itatistical
averages. W'r instance

Fjmasae if v um that the array includes a great number of soure., the Control Lixit theorem
can be applied. The real pAt MS) and Imainary pst YI) have Ldependent, statornary, zero-usA
emal distributions, having the P-. variance <c , e7, -a ,Ixe)I bas then

RAyleigh distribution

The orgodicity hypotheais allows to eLvalvate i~

: (IDr1 • = xz+,4-z• = 24.1 - j- )e dI

If the patterns are suitably seineod, so that WOO(,&) = G&A) (gi fuo~ir) the integral
represents the average pover radiated in the sector of aeon, I.e. 6 & . It reults that (X z -A

L 2L
In case of LRIVEPTION CODIMI, cansidsered in this section* we bae" CE(4 (,0: W _ s

E, VJW INst buht -I j(6,01 Adt represents the second order menrt of the

Reyleigh distribution, i.e. 4 ISO(e3I) 2- Or ftn cow finds E lo Teess

is measured by the number of angular samples.

4, tii&ISSI09-IBCKPTON CODIM

4,J Deeoription of the p1ooess

If the WiAg at tranmisaion-rceptica 12 to be done, the pulse ooding deocrlbr ab Oe has to be
given up. In fact it can be realised that it becomes isossible to asso•i•e a imrQuo reference
sig•am. to a givet direction (the refersene sigral t 'oU depend on the target rangp). The one Is led
to newier a puls-to-pulse coding defined as follows (fig. 7).

The transmission is made according to a given pattern ! (0) correapasikg to a given some eedisg
of the srray, nd the reception is m!e according to the nane pa-tern during a tim'r correespoing
to the -odar range. Then one transmits according to .'jt,(g)nd one iecei-es with this pattar

during r and so on. The charocteristir sim.al of a given direction, I.e. the sign1l received whe
a target is in this direction, consists of a pulse train with vidth d, wih repetition period r ,
and with complex aamlitudee f-j*)Jt (is -4.. oM) . This signal s sent through a set of filters,
eash adapted to a direction sample. The filter adapted to tho Oir direction has an mpule rspOn*e
wich is a succession of pulzes • f v'idth d, shifted by r , with emplituca fxk (0.aJ02

(i1 K, x - 1 ... 2, 1). The so called Turin proces (4) allows to obtwn swh an Impulse response
Aasse that a taut is In the 0 direction. T*e Gk filter output aigi1 consists of 2a - I pulses
with amplitudes

OK =L .11, ••fork. - 1, 2 ... ,
j=4

24-I,

L...7 4~4 (9JJ -6 (9L) for b a X +1I... 2K I

After a quadratic detection one obtains 2K - I pu~ste with axplitwjes

bk lt (h 2 2K- 1
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Iq41a ~4
*,%n a -n ew AAAS1-- 6 arvA It daaCinsa th.% ArDt t-Trpart Anb1SmuitV e rrenaoximnvi to the 0-

filter. The ret of anttguity functions corresporling to 1ýw, different direction suaples charautgriess
the systom ability as regard* its range % angular resolution. -ig. 9 represects s3-.h a Wrface

- 'te array inaluodee a i'o Op I V. sor

- 7he naber of pattern~s used is 30

- -te considered direction eapla is defined 1 y =c 4A0

For the sakme of simplicity, we have only represented two sections of the ambiguity serface on fig. 9

1) - '&he 8=i•r ecti.on, which shows the rtc ambiguity for a tetrget 1A the Gk dirc-tlora

2) - The c = 0 spction, which zshos the angular embiguity for a targut at "dittance" t - 0

4.2 Choice of the codea

F An array having N radiating ele.cnts associated to 0 - r. phase shi-ftera allows to rrAiat. 2d pkktt^1M1.
the problem is to choose a certain number of patterns in this set. 'rais choice ias to t- nead
sacording to criteria concerning the a--biP,,dty function corresondixr to the differeut •.ii-otlon

samples. It is sure that the obtained results depend on the number X ae these coe'es. On the Choi. e
of the N codes, as wvl ax on the order in which they iva. We have made sm* calculatioas of the asmbigty
surface. The obtained reil-Ute do not offer a vufficient geerl b"asis ýc mask 1he best choice between
all possible codas. Favorer, it seam th• choice of patterns !s tr itself far wore important than
the number of thes2 patterns. As a conclusion. when a precise operational pi.oblez wil be raiced, ome
will be led to perform a eartain number of trials on sets of K nom or les ra-Mokly chooeen patterns
a&d to select the combination leading t. the best results.

4.3 Energy consideraltiorA

In ewe cf transmission-reception coiing, one has

The 4 th order moment of the Payleigh di•tribution being 8 O 4, one findo E S2
L 'hus one has

guinet 3 dB in relanion to the praceeding case. It can be thought to improve 2 by a particular
feature of the cor g, e.g. by selecting codes being always even or odd. The patterns W S() then
have a constant phase, and their fors is Di.q= di(a1 ep j kti . According to the Gentral
Lis-t theorem, 4(0,i is a stationary, zeo mean, gaussian function, with variance 2 Irl (energy
conservation). The one obtains

Ef df-c 1V 1b=

bat d = 3 [P d~ebj I (property of the gauni-ian variables) So E:

r .. e an impror-asam by appoxiatel~y 2 dB with respeot to the preceeding case.

a. It shall be rnioted that, vith this type of coding, ther) is a total ambiguity between the left and
right parts of the area. In fact, corsidering the "round-trip", the signals receivy.d by two targets
being sy metrit- versus the antenna axts, wd1 be equal, both in phase and amplitade (the Fourier
transform of a rml function, even or odd, is itself eve or odd).

5. T-AMMUISSIO1MEC-PFION UODIM T KEAICM OF EVEM OR ODD PEIODIC CODE

5.1 Princiyle of the periodic coded scanning

Consider an array of lenth 0e , the ilinmration law of Aich consists of periodic sqaure waves
with a period Mk (such a law can be obtained by combining it phase or anti-phase a ce--tan nuaber
of E - plane hems). Accozdinq to the .rrexrty of the Fourier transform of the product of two Punctions,
the corresponding pattern iv obtained tih,ugbh the convolution of the two following patterns

- The patton. --, -ive to -hs 4.nformly ilaninamted antenna T

- The pr.ttern relative to the considered periodic law (antenna with izfinite length). This )attern
consists of raiys with angular poslttons 4M- , with amplitudes It (n takes all integer

vabien from -co to+ o)

The resultivs pattern eyhibits two main lobes, with a 3 3 dB vidth, armnged on both sidea of the

a nenna, 12 the , t d•recticns (fig. 10). Thezo two lobes are in phase if the cr4w

is even ; they are in anti-pbase if the code is odd. It is clear thýet by varying the illumination
period, one obtaina, an actual scea=ing of the snace to be vatched, each value of Mkbeozg relati7af- to a dCraction 0& as weol en to the symetrical -e .

.A



5.2 loft-right semrationi

~'he poriodic (Ode --x%%Idorsd beingr even or odd, the sigrAls reflected bly* two ideit~ica! targe'.a,
locatfid in4 the 1. iv-,. - 3 di-eeticn tire equal. 'do shlla r~ow describe a prrcess allowing to cpace).
this "left-rigbt" ambiguity. *-. eace. evett prittern rlataive to the t: 9k. directions. ia sasiocirtad
the ted pa'.tern relative to tho -=ae directionet. This pattern is obtained '-y shiftir.3 this eved
ilitainatioxi lav by a half period (fig. 10). 'fhes6 two patterns axe processed as follown 2

- The pUlse transumitted In the Ov direction (ean iYA the sysmetrica1 direction )is PtAG.
modulated 'i, r eann of the successIve illuminations SM ODD, -8EMI, .ODDg EVEN Go.. The mteiption
code is even. Thuas the fiold reflected by a right located target varies as $1 , -4.1 -1, 1 sois
(th* even and od4 pattern aro in quadrature), whereas if the target is left locAted, one xc.:,Sive"
1, -it it it I ... (fitt. 11). Theriefore one bas pratically *,Lis a frequency shift this Sim of v~ibid
(increase or decrease of the freqaency) daterminos a portion (righit or left) of tlA plant. Them It
is clear ttzt if the soectra of the mulsms relative to tru syWetrical targe-ts aro ý-efficilently
far away on both sides of the tr-insitted spectrum. it will be possible, by use of two suitable
filters, to cancel the lef t-right iiabiguity. if the pulse, with length r , is sads up of p
sequences f even, odd, -even, -odd I the sliyriniest parts of tzhese twro spectra itre separed by is
Their 3 dB width is 4. ; this sows utait, despite the ~mse coding, the trAnamitted Valise in not
coyresd r

5.3 Moery comss"er-ations

The radiation pattern exhibits two wain lobes sy etrical with respect to the ezitennA axis, acb oWA
having approrizately a gain of C i 3 dB are lost 046 way (-RowýA" trip") at eazh passase on the

target, but there are twice as many paccages duringi t*e ame tiae T, an there would be with a single
lobe. 2t reaujLts x

The loae, as 'o&paried to conventional arrays it. about 3 dH ; it is independant from the mabeir of

W. rectic-t sampl~a.

In th:'e paper. %e have shown that it is poas'bls to perform angular msasure-mnts by means of the space-time
coding of ant array antenna including 1-bit phase..ehifters. ie have auccsssFely ozouined %

-The case of reception coding (coding in the pulse by means of orthogmil.' codles, use of co.rslators)
- The case of trasnmiss t,-~.-reception coding (pulse by pualse coiling, use cf adaptive fitgra.'
- The case of periodic codi.ng (zlmultaveou scanning of the two portions of the plane by ze&L-a of too

symostrical laooe)

From the energy point of view, periodic codinc: provide" the beat ,'vstlts. flowever, even in this favourable
case, as compared to conventional electzozcally scanning or sulti-bease antennas, tUe loe-s is about 3 dfl.
The interest of the space-tine 0 - nt co-ling appears then to be ra-ther limited. in fact, the cost of
pyiiae-sliftersansd their control. systems soeem to be a key factor in the total cost of an alectroarically
scanning ',ntenna I so it is quAite certain that An array i~ncluding 3N on 4N I - bit pbagas4'hifters is moe
econovicets. than a %:sssical array using N 3 or 4 bita phase-ahiters. Parthezoore, as ccuan;&zol 'a he
multi-beams procesa, periodic coding offers the same sdvan"ajes as eleotronics scanning, an M3reje the
sharpness of the main lobe vAx the aide lobe level (one takes advantage of the "round-trip"). It c*-n be
therefore expected that, in some operational q tes,~ the type of coding we have described could be
profitably used to repl-&ce the existing proctesset.
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FLaXQ-MG.tICNG W$ITH 1MYQrflST RATE SCANXMIG

A.K. Edgar and Dr. I.L. J!ones
Ministry of Technology

Too principles of flood-lighting with .yquist rsae scanning as applied to radar systems arc given,
!fllowed by a description of a prartical em.odiment covering an experimental 10 ca. radar.

The expterinental ra~er uses a 63 element receiver array, scanning at the Nyq~iist 'Ite (100 Lhi)

and a klystron transmitter of 200 wattt, mean power. The system is designed to scan over 900 i azimuth.

An outline is given of the main features of the equipment, together with a discusslon of experi-
mental results. It is shoon that thecretical predictions on effirtiency are bor.'e out, and t at in
particular, very good M.T.I. pezformence is possible.

1. INTRODUCTION

Vith qnrveillance radars, various subterfuges are adopted to overcome the constrainte imposed by
tha velocity of propa.atioi. It cen be argued, for example, that only the perimeter need be searched and
tet targets within the perimeter can be dealt with by looking relatively infrequently at the predicted
target positions. The main problem is one of time. It can be shown thet A typical S-band 3-D radar
which looks in tura at each angular resolution cell cannot Lave a period between looks at any one target
much less than a minute. Furthermore, any attempt to impvove on this leads to a lowering of performance
in cone direction; for ex-ale, in angilar discrimintion or in anti-clutter properties.

Ideally, we wisL to see all targets as often as is necessary to give an accurate track and to
detect new targets as early as possible. In many circumstances, a typical case being that of air traffic
control at a busy terminal, data rate constraints may be unacceptable.

Within-pulse-scanning reducee the restrictions imposed by the velocity of propagation. Ye may
examine all angular resolution -ells in parallel, and in principle the data interval minism is the time
required for the ener,oy to return fron maximsa rauge. :n practice, It is usually necessary to integrate
several -returns from maximum range targets in order to keep the transmitter mean power at an economic
levrl.

The paper describes a variant of a within-pulse-scanning system proposed by G.F. Clarke of the
Hinistry of Technology, in connection with a defence project in 1957. Security restrictions prevented
earlier publication. We include a short theoretical description of the system, together with a
description of some of 0a practical aspects. Experimental results are given of the range and M.T.I.
performance obtained with the experimental equipment.

2L. TECHNICAL DETAILS

It -s not always recognised that transmission and reception have different aims. The former calls
for smaxi- power in a given direction, while the latter is required t3 receive infom-mation with maximu
efficiency. Ve bmow from data processing theory that samples of information taken at the Nyquiet rate,

that is, at periods T a where B is the coimmication bandwidth, will provide all the information

present in the channel. There is no lowe: limit to the duration of tle sample, but the sampling process
may cause contamination of the information unless suitable precautions orc taken. The effect, often
described as "aliasine. results from the introduction of additional unwared information if the bandwidth
being saspled is greater than that require4 for signal comanication.

Within-pulse-scanning is essentially a sampling technique, although the circuit configuration
does not make it obvious.

In our system, an S-band linear array of 66 prinary elements, electroaic processing is effected
by the well-known method of modulation scanning - Fig. 1.

Consider a signal. V sin At arciving at an angle e to the normal to the array. It is clear from

the geomtry that the signal phase at the rtf eleent is

Zzrd-sin e - rO r - integer .............. (1)

and that the phase is progressive across the array. For the acanning beam to point in the direction e all
eleaents must be equalised in phase and therefore a phase correlation - must be applied. Let the

correction be rest that is a phase linear with time, .hich is equivalent to a frequency shift rum in the
appropriate feeder. The frequency shifts across the array are harmonically relatel and must be coherent
in the sense that ill phases must pass through zero aL the &ame time. Thus

rt - = - rd sin 0 .... (2)

and
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"'" dt• •..........Z......

Whet. all element channels are added the array output is, for a signal arriving frQ-A a direction
normal to the array

VT - Vr Sinr(w + rwu t + r

sin N (%t/2 + 4/2)
- vr in •tsin (7_aC77, -•'2) ....... 4

where N• - 2K + 1.

VT is mimu when wt/2 - *12 giving a pulsed sig.Al in which (. and therefore a is a functiou of time -

equation (2).

Cnie a s.•vnryin from - a to + A The m,,angle of scan - from (2) is
÷~ ~~ 2u - i"I•T

7tar Tepas+e÷v o al -+r Ae .............. (S)

For fex - 450, tho value chosen for the system d - X. The phase variation over the scan is from -v to

+r, and only one beam can exit, between -ft to +ft. However, it is apparent that "asurious" beams exist
outside this arc, as with any lines: array of spacing greater than A/2. In oar case the7 occur at
approaxinataly 90 degree intervals when fron (1)

e-Sin1 (X L + 1) ........ (6)

As the arc of int•.-et is 90 degrees oaly, beas outsit:: thi3 region are suppreoseu¶ b designing
tte p:ia"ay antoonn polbr diagram to cover only + 450 to the 3 ei points. In practice th3 apert-ir is
chosen to give a filled array, with the primary apertur -cmal to the antenna spacing !L.

Prom (2)

U with any fixed array, the be•n width is inversely proportional to cos 6 thus

beau dwell - bea-midth constant.rzte of scan

We have therefore a linear array scanning over 90° with a polar diagram of the form Sin X and
2w x

constant beam dwell. The late of scan is unlixitod and it repeats at periods tn - -. The scan is

clockwise or counter-clockwise according to the ar.sn;,Aent of the modulating frequencies across the
array, and continuous in the sense that as a scanning beam leaves at +4e another beam enters at -450.
At this point in the scan cycle bew exist at +4o0 sivaltaneously.

In practice the modulation is carried cut at I.F., - Fig. 2, rather than R.F. as shown in Fig. 1,
and circuits are included in each I.F. channel to allow the adjustment of gain and phaoe across the
Arrcy. It is usual for aperture taper to be applied fGr side-lobe control and this in allowed for in the
design oi the gain contral circuit.

Turiing now to array efficiency, let us examine antenna channel r. Nornally the L.F. bandwidth is
some Ma so khat the external and circuit noise bandwidth greatly exceeds that o! the signal. The spectrum
of signals aid noise after scanning modulation has been applied io as shown in Fig. 3. If we simply add
the outputs then ali channels will contribute noise at any frequency (w + wa) and the output signal to

noise powe. ratio at that frequency will be X times worse than that in cb=inel r alone. For opt.in;w
efficiency we must include a filter whose Landvidth is matchei to that of the signas before combining the

outputs. The systeM output tor an input signal to noise ratio of is

Vj
2  _ (Vn)

2  Vi
2

Vn2 N(VU)2 Vol
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since the signals add coherently, and the aerial gain is N, the number of prineay aerials in the linear arrav

This is exactly what wculd be required if a linear array could be rotamed, very fast, mechanically
and with 6 varvina as in eauation 7. Th, indivia-• A ea-r _a!-!e Souad be chiefs_. != frZT.'ay pr ciz
as in the electronically scanned arrangement, and filters in each chaeie] would be required for optimum
efficiency. In practice mechanical rates ire such that the frequency tkhifts imp•rted are very much less
than the signal bandwidth, consequently producirg a negligible effect on efficiency.

We noted in Secticn 2 that the scanning period is Tn - 3z, and that we musc scan at the Nyquist

rate to extract all avariable information. The basic modulation frequency •. Mist therefore be equated tv

the signai bandwidth - wt: prcfer it to be somewhat greater in practice. 3he scanning, in effect, samples

any signal from a direction -6max at sc - t,-,,e f and so on to +Omax at +--. All signals are sampled
2 2

perfectly and the array is able to resolve signal. from N different dir-etions, providing N simultaneous
information channels. The price we pay is in post scanning bandwidth which is necessarily N times the
signal bandwidth, i.e. Nw, as shown in figure 1.

"3. APPLICATION TO RADAR

While our application is to radar it is wo'-th noting that the array described may be used for any
com•nicution system. For radar Tm is matched to T the transmission pulse leagth and the transmitting
array must floodlight the required surveillance volume. All targets are scanned once per pulse length
so that all targets at all ranges are sampled during one repetition period (i.e. from zero to mimum
range). A convenient type of display is shown in Fig. 4 where range increases vertically and angular
eire4-tion is shown horizontally. Ia this raster display the horizontal scan period is equal to the
radar pulse length and the vertical is the radar pulse period.

At first sight it may appear that the overall system is deficiout in performance by the conventional
transaitter gain. In fact this is not so because a return echo is received for every transmitted pulse,
whereas in normal radar systems we receive returns only when the transmitter array is pointing in a given
direction. Witl- within-pulse-canming, however, we must integrate the received signal to keep the
tranamitter power to a reasonable value for maxiwm rante targets. In theory the gain from integratiun
exactly matches the tzansmitter array gain of the equivalent mechanically rote ted array if we match data
periods. In practice because we must integrate after dettsction there is some loss of efficiency in the
integration.

A more basic explanation is that in any data period radars of equal mean power illuminate targets
with equal energy; in within-pulse-3canning it is at low beam power over the whoLe data (integration)
period; with a rotating array it is at high beam power for only a fraction of the dAta (seen) period.

The loss in performance caused by integrating after detection is counterbalanced by the averaging
of target returns over the integratkon period. The slow fading target for c mechanically rotated radar is
equivalent to a fast fading for electronic scanning so that the lower integration efficiency equates, f-re
or less, with the fading loss and the overall performance is the same for both systems.

It is perhaps appropriate, at this point, to consider the propertie. of a within-pulse-scanning
radar and to see what advantages or disadvantages it gives. First of all it provides simultaneous inform-
atiou on all targets of interest. The data rate can be set at will but if we set a limit on mean trans-
mitter power we must integrate for long range targets. As the target range reduces the amount of
integration necessary for a given probability of detection dccreases rapidly and we may use very short
data periods, down to the limit of one pulse period at very short range. The integration time as a

function of range for S0O probability of detection and 10-6 false alarm probability is given in Fig. 5.

Th. M.T.I. performance will be very good. Electronic scanning, as with rotating arrays, can impart
target echo modulation, but by proper design of the scanting modulation, that is by making the radar
p.r.f. an integral number of electronic scanning periods, we can avoid any increase in spectrum of
c1tatter signals. By so doing we cause the angle sample for a given target to be taken at precisely the
same point on the pulse envelope and the antenna appears to be stationary as far as clutter and target
are concerned.

We pay a price in signal processing bandwidth and in multi-channel receivers, but the cost of
the latter is very much less, being at small signal level, than in any system having combined receiver
transmitter electronic scanning. The transmitter and its antenna are v ry siriple. With the ability of
now building very cheap integrated circuits we feel that such a system is ecor.cmically viable.

The antenna arra& being stationary can be made large and angular resolution need no longer be
related to wavelength. We may have microwave resolution characteristics at metric wavelengths if
required, the area of the site being the only penalty.

4. SIGNAL ARM DATA PROCE3SING

In the experimental equipment the radar pulse length selected was 10 pS to keep the post scanning
bandwidth at a value appropriate to techniques available at that time. Even so with 63 aerial channels
it is 6.3 MHz.

The first probles with Nyquist rate scanning is to integrate signals received over the data
period to provide reasonable radar efficiency for a given Lransmitter mean power. In practice, this means
integrntion over the period during uhic'i a target can be expected to remain within one resolution cell.
It follows that we must have an integrator capable of working at about 6.3 MHz, and with sufficient
linearity to cover the integration tain expected. In the experimental insc:allation the redar
characteristics were:-



Pulse leneth - 10 microseconds,

.RF. - 500 1iz.

The antenna be=widLh altouing for amplitude tspex for sidelobe control is about 1.80 or 50 beams
per 1i0 .Sees. The inregrator adoptei in the first place was a conventional direct view storage tube with
the circ-sica adjusped for linea." integration over a period of 8 seconds, that is, an integration over
4030 ptints. The requirv'ment of 50 resolvable cells in azictxth and 200 in range is met easily, but the
video bandWrdrh and dynamic range requirements were quite severe. Experimental results suggest that ther.
is about 6 dB loss of efficiency in the int.,grator compared with theoretical.

integration on the O.V.S.T. nec'essarily brings the tube background to some low intensity and thk
signal when integrated appears as a light spot on this yhite background. Visual acuity sets thl. limit on
detection. The relatively low efficiency is due in some measure to the poor contrast and co some extent
to the fact that, in practize, it was not possible to driho the tube hard enough to produce false alarms
without at the same time causing distortion which caused even greater loss of efficiency.

In view of the low efficiency of the D.V.S.T. an electronic integrator using ultra-sonic delay
line stores was developed. A block diagram of the device is shown in figure 6. It consisted of a quart.
delay line of 200 microseconds operating at about 25 mega-bits per second. The video signal is digitised
at the input ro the delay line and re-constituted at the output. This effectively removes eny distortions
imparted during one circulatior. through the delay line and permits indelinite storage of signals, if
zrrangements are made for re-circitlariation. We see from the block diagram that the delay line contents
are conlrolied by a master clo-k. The angle scan and the p.r.f. of the radar system are also controlled
by the same clock so that the position of any sample of video informccion is accurately fixed in relation
to the angle and range information provided by the radar system.

It will be noted that the angle scan period is equal to the pulse-width of 10 microseconds, and that
during the pulse-width 50 beams are scanned. We require, therefore, 50 video samples every 10 microseconds
The mcde of operation is as follows. A trigger pulte delayed on the transmitter pulse by a given amount
opens the integrator. Video signals are digitised and entered in the delay line over a period of 200

& microseconds (20 range quanta). The informati n contained in the delay line is re-circulated for the
remaining 1.8 mS (9 x 200 USecs), when the next video input is again digitised over a period of 200 micro-
seconds and added to the information circulating in the delay line. This process is repeated for a period
of 8 seconds when the delay line contents are read out. It will be seen that the integrator accepts
signals over any 20 mile range interval, each repetition period being precisely related in time.

Lt can be. shown that hard clipping - two level quantisation - in:roduces a loss of integration
efficiency of 1.9 dB, a small price to pay for the reduction in systea complexity. With two level
quantisation IC nits dre required to integrate 4000 separate samples. The ultra-sonic store was capable
of operation at 25 mega-bits per second so that two lines in parallel previde the required capacity.

In the experimental work the electronic integrator was used vith a variable trigger delay so that
an assessment cculd be made of the systeM performance at any range. In practice, twenty integrators would
be required and it would be relatively simple to sct the integration according to range to give the optium
data rates.

S. RIME PERro10 NCE

The range performance of a floodlit system depends on some post-detector integration with its
associated integration love, which, as has been stated iu section 3 is counterbalanced by the averaging of
target returns over the integratioi period. The object of the range pQrformance measurements was to
confirm that this averaging of target returns did in fact make up the integration loss.

A series of flight trials was carried out with two aircraft having scattering cross-sections between
2.5 and 40 sq.m. head and tail-on. Radial flights were carried out at heights consistent with the vertical
radiation pattern of the aerials. The presence or absenre of a target return vas recorded at 30 sec..
intervals by an observer looking at a direct view storage tube which had z knawn integration time constant.
The regults are prtsented in histogram form in Fig. 7 where the percentage of detections in given range
intervals are plotted for Lhe four different scattering croos-sections. The maximum possible number of
ibservationa in any range intexval are also listed.

aI order to assets these revults it is necessary to coupare with the. theoretically expected
perforr-,,ce. Host of the radar parameters can be determined with reasorAble degree of accuracy by
wcat.ur=.nts or. the actual radar and values inserted into the radar equation to calculate mwiwmm range
for a given probability of detection ind false alarm rate. 't was not however possible to make a direct

eaespremeat of the signal to noise r.;tio after inttgration by the storaje tube, but comparison with
measurements on tht digital iategrator indicated that "hAn a target dete.tion was made the signal to noise
ratio was consistenc with a 95% probability of detcztioui end a very low false alarm rate. It was assumed
in the calculatioG4 that the fading loss was zero, that is it was assluced that the S•gnal ail not fade.

Tht expected raxfi.m range for 95% pd and false alarm time of 60 =in. is plotted on the histograms.
These show that 4he range performanze of the radar is consistent with the theoreticall: predicted valuea
and co~se•,)ently that the integration loss factor Is coun:er balanced by the averaging of target returns

c--the imtegrat-'n ;eT'od.

6. iOVINC Ti.RGET IM.ICATOR PERM.V(iACE

For a Nyquist rate scarmer where the angle scan and pri are frequency lr, aed, the ItTI performance
is not LJvited by scan modulation as with a comon transmit receive system, sA the reaownl of this
limitation becomes important for a radar having high angular resolution and snort data intervnl. A range
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gate filter (pulse doppler) system was utilised with the experimental radar to demonstrate the Mr!

pcriormance and attempt to establish the areas which limited the HTI performance.

the range gate filter system coveied 0 repanlsr,;nn -114, fn:ffinn •a- s .t.. ppn,

and the filter response was such that at near zero frequency the acttnuation was about 70 dB decreasing
very rapidly to zero attenuation at about 65 Hz which is just over one tenth of the unambiguous frequency
band (0 to 500 Hz).

The performance tests show that the MTI capability of the radar is not limited by scan modulation
and clutter attenl qtion of 45 d3 or better has been measured on clutter returns within the scan sector
with the receiver beam scanning at 100 kliz. This limiting value was not fundamental, and not imposed by
the scanning frequencies but was associated with random phase noise introduced at the pulse modulator of
this experimental radar. There is no reason to suppose that the limitations to performance on this radar
are not similar to those of a conventional radar but with its beam stationary. The removal of the scan
modulatic- limitation is extremely effective. For a conventional system having a dwell time of 10 m.sec.
corresponding to 5 pulses per target the maxi-um clutter attenuation would be limited t-y scan modulation
to about 15 dB for the particu;ar filter characteristic described here.

7. CONCLUSIONS

The techniques desczibed give the possibility of high data rates without loss of efficiency in the
utilisation of energy. In practical applications such a system should be much cheaper than electronically
scanned radars using co -on transmit/receive principles.

,here is no loss of information in the electronic processing .nd the de,.i.ner is presented vith a
different set of constraints. The techniques may be applied with any type of transmitter modulation -
including frequency modulation for pulse compression Ppplications. It offers very good ?i.T.I. in :on-
junction with high angular discrimination.

There are, of course, penalties to pay. It is a cne way side-lobe syirm and special attention
must be given to their control. The high data rate is obtained at the expense of signal bandwidth, which
present difficult but not impracticable signal processing probler..
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SU~hARY

Phased array radars have been contenders for aerospace application. for many years. Untl recently.
the conversion of this potential into competitive equipment des!gns has been severely limited by technol-
ogy and cost considerations.

A number of major trends have now emerged that point the way to highly competitive aerospace
phased array radar designs. This paper highlights these trends by exploring the relative roles of
operatio~..! requirements, system designs, science, and technology, in achieving cost-effective phased
array radar designs.

The. potential advantages of phased array radars for aerospace applications have been wioely
recognized for many years. Unfortunately, the conversion of this potential Into competitive equipment
designs has been limited by relatively slow rates of prGcress in a number of critical areas of technol-
ogy.

During recent years several major technoloqy treiA.i have emerged that overcome these former
limitations, so that phased array radars can and are now beinrg developed as cost-effective solutions
to a broad spectrum of aerospace problems. This paper Froviti-,s a system perspective of these current
trends in phased array radar design, and of adoitional trends to be expected in the futume.

Let us first consider the role of life-cycl,' costing in comparing alternative systems for
sol5ing defense problems. A simplified representation of the process used to select a minimum cost
system is suggested in Figure 1.

Problems to be solved can appear initially in many :ores - ranging from a formally documented
operational reqdIun•-nt to informal knowledge of unsatisfied needs. Early in the game the. nature of
these needs have to be defined more precisely - usually In terms of system performance requireme.ts
against a llthgeatu model. Initial temptations, seldca resisted, tend toward establishing very high
levels of performance against worst case levels of threat, tlat Is, the number, dlstribution and
speed regimes of targets; clutter, chaff and ECK levels, etc. In response to the performance and
threat, so deflned, various fundamental systems for coping with the problem are postulated, and for
each such system, alternative competing equipment embodilmnts are conceived. All of the resulting
equipment designs are then weighed In the light of current and projected technology, Including
In;ormation gained in prior related equipment and system developments. From these. considerations,
life-cycle-cost models are evolved to define the full costs to the military for developing, producing,
operating, maintaining, rupportIng, and protecting such a system in the field throughout its life, or
for some fixed period of time.

Initial temptations having been succumbed to, these costs are usually substantla!ly greater
than the bounds established by budget constraints, and so ccrraomises in system performance and/or
In the level and complexity of threat become essential. 14hile some elements of the threat, and sore
performance requirements, canrot be changed, other elements often represent desirable, rather than

Sessential, constraints. Perturbation of these variable elements of performance and threat begins
the second turn around the loop, with iterations continulug until a slitable threat/performance/system/
equipment/cost compromise Is found, or until It becomes apparent that the performance and level of
threat that can be met. does not me|it the cost.

o nSometimes the judgments Involved in these d&t0slons become a "atter of national debate. More
often, necessary compromises are made w;th full knowledge that the system selected ik not the ultimate
answer to the problem, but is simply the best answier w'th;n the constraints di-tated by technology,
the national economy, and national and military priorities.

During the past twenty years, ihased array radars have appeared as candidates for the solution
of uany dfferent problems. During r, ost of this period, technology limitations have worked strongly
against the success of these systems. Some of the phased arraf prolramT, initiated during the period
foundered on the rocks of overly optimistic estimates of technolog• capabllities and overly complex
system designs - made necessary by unrealisticallf high levels of assi•med threats. Other programs
accepted the |lmitations imposed by techrnology, but then suffered from a level of porform•nce :hat
was not really adequate In certain critical problem areas. One of the ,Lzst popular compromises ,ias
the use of frequency scanning, a tec'niqie lnttlnsically limited in bandwidth and susceptible to
modest levels of electronic countermeasures.

During recent years, the phased array technology/perfurmance gap has slowly closed. As a resuli,
high-p'*rformance phased arraf radats have emerged as cost-effective sensors for a number of new defense
systems, and as strong contenders for many future defense applications. Many of these new radars are
based on variations to the design approach depicted in Figure 2.

S _ .1• . . .



In th~s type of systeol a slngle aperture is used for both transmit and receive. One or more trans-
mlntter tubes are used to generate RF prer, wlth the energy from each tube distributed through an RF feed
to a multiplicity at high-power phase shifters, each in series with a radiating ehlment. Each phase
st•ifter Is controlled by a phase shift driver, with the driver in turn controlled b,. commands irom a
central oeam-steerinq controller.

in radar designs raqui-lng large apartures and wide bandwidths, the overall radar srray Is sua-
divided into a number of smaller subarrays, with each subarray driven from a -ingle transmitter tu:e,
The phase shifters In the main array face then serve to steer the relztivel-i broad subarray patterns to
the commanded point;ng angle, while time-delay units in series with the cohero'nt exciter signal feeding
each transmitter serve to fine stee, the narrow overall array beam to the precise commanded angle.

The function of the time-delat units Is to compenqate for the diferantlal path lengt.hs encountered
by energy emanating from each subarray. If technology could give ub low-cost, high-power, low-loss, time-
delay units, we would use thei, in wide bandwidth systems instead of phase shifters, and not bother with
subarrays. Since such units are not yet within the state-of-the-art, we use available, relatively high-
loss, high-cost, designs in modest quantities and at low-power levels to 3chieve rea--onable b,,ndwidth
capabilities, even with large apertures.

The subarray approach offers advantages even in moderate bandwidth applications, where fine steering
phase shifters can be used Instead of time-delay units. The advantages stemr front the fact thalt comparably
located phase sh;fters In each subarray receive the s:.ane steering ccunmand. This feature can be used to
minimize the cost and complexity of the beam-steering controller and the subarray ohase shift drivers.

In some smaller aperture systems the ertire radar can consist of a single ttbe, fezd arnd phase
shifter ar-ay. in these applications the bandwidth require"r.nts are low enoJch and t0e aperture small
enough that neither time-delcy steering nor subarrays are needed.

I will not attempt here to snow all of the variations on this basic theme. The point to be made is
that tube-driven radars using high-powor, '.ow-loss phase ohifters following the transiritter are an important
class of phased arrays that have only recently broken the cost/performance barrier,and that will, therefore,
represent a major trend in phased array design for at least the next decade. We can e)b'c to arrays of

a~i -type 49r-the ears ahead.

Science had a major role to play in this achievement - through Improvements in tube elements, making
possible superior transmitter designs, and even more important, through materials research !hat pointed
the way to economical, efficient, high-power phase shifters. Technology gave us the actual design of the
transmitters and phase shifters, as well as ecoromical hybrid digital/analog phase shifter drivers; co.mact,
efficient feeds, and superior radomcs and radome phased array design techniques. Figure 3 is an artist's
concept of several of these advances, cobilned in a portion of a phased arrar radar subarray that is.
particularly well suited to aerospace applications. RF erergy is distributed through a very shallow depth
feed to phase shifters, rad.ating elements, and finally, -the rado". Figure I4 Is a photograph of an
advanced shallow depth phased array feed that has been recently developed at RCA. In the design snown,
energy is distributed to 32 phase shifters through a power divider that is only I inch in depth. This
compcres to conventional design techniques, requiring tn the order of 28 inches for this function.
Figure 5 shows a single phase shifter, one of the 32 that fit into the feed. The radiating element that
the phase shifter feeds is also Illustrated in this view. Figure 6 shows how the phase sh:fters are.
mounted Into the powe- divider. In this case 8 of the 32 phase shifters are in position. :iqure 7 pre-
sents the complete 32-element subarrav, the housing Into which it fits (from the back), and the radome that
covers the radiating face.

Technology of this type has made it possible for us to move from the large, fixed phased arrays of
:oday to the transportable tactical phased arrays of tomorrow. These improvements are by no means complete.
The years ahead will see continuing refinements and enhancements of this class of system, with particular
emphasis on system producibility and on techniques for decreasing both hardwa.e aqd software costs.
Signal processing and data peocessing have been aid will continue to be significantly advanced as part
of this technological p.-ogress pzckage. Xore about this later.

Nature, having been relatively unkind to phased arrays for twenty years, now Appears to have de-
cided to make up for this oversight %y inundating us with a burst of new technology - some of it directly
benefiting tube-driven pihased arrays, some applicable only to new phased array design concepts.

Some of the technolcgy pacing the new array design trend is ,uggested in Figures 8 and 9. Figure 8
hIghlights procr.ress in solid state RF power sources and receivers, while Figure 9 shows typical Gevlces,
packaged with their associated ,;rcuitry in hn;,r:d microwave integrated circuit form. Power curves are
based on avbrage power from a A-ngle active chip. Typical power amplifier modules will combine In the
order of 2 to 10 such active elements on a single substrate.

In cowsparing transistor, bulk ard avalanche power sources, It is Imoortant to remember that in
wany apolications kransistors cannot be operated at their full average power ratlr.9s, due to s5rtem duty
cycle constraints. A derating factor ef r to 10 is often necessary, depending on the permissible trans-
mItter duty cycle. Bulk and ava!anche sources, on the other hand, generate substantially higher peak
than average power, so no such derlating is necessary.

While It is very difficult to tie down a broad v:ew o! costs, order of magnitude figures have been

Included to provide i ro'.-h insight Into the problem. The p,;nt here is thAt if tht cost of RF power 40oneo
determitmd the cost of a system, solid state would not currently be in tho running. But the frct Is that
completely solid state phased array designs ate becoming Increasingly competitive In mary (but certainly
not all) applications - when compared on a life-cycle-cost basls.



Figure 10 presents a typical solid state phased array radar design, Illustrating some of the factors

element is dr;ven by a phase shifter in series with a power amplifier. Some tube designers feel that they
will be able to compete with solid state power amplifiers in this type of duplexed array, but the trend
here seems strongly toward solid state. In a conventional tube-driven phased array, in the order of half
of the RF power is lost on the way to the radiating element - In the feed and In the high-power phase
shifter. In the solid state design, the power amplifier dr..s the radiating element directly. Losses in
the feed and phase shifter occur at low power and therefore hav., negligible effect on efficiency. Light-
wielght, low cost, compact, feeds and phase shifters become feasible in exchange Foi" losses at .. point In
the system that does not significantly effect radar performance. In the conventional tube design the high-
gower phase shifters require relatively high-power drivers to set them on ciaiand, while substantially low-
er-power, higher-speed, drivers do the job in the solid state design. This increased switching speed Is
of particular importancw in high-density tracking applications.

In the conventional tube design, all of the power lost in the phase shifters has to be carried away
by an integral cooling system, above and beyond the transmitter cooling requirements. The solid state
design re.quires cooling only for the 3olid state power amplifiers. In lower frequency applicatlon!,, ret
soild state power amplifier efficiency will be substantially better than the eificiency of a competing tube
transmitter. fin receive, the sol!d state system amplifies the signal before it passes th, )ugh a phase
shifter. This minimizes the effect of phase shifter losses, and introduces a really exciting new flexibil-
ity in our handling of received RF signals. Because the signals are amplified immediate!y, they can drive
a variety of lossy microwave circuits without significantly affecting system noise performance. Thus,
lossy microwave time-delay devices such as microwave acoustic-delay lines become serious long-term con-
tenders to r.place phase shifters; multiple "rece;ve" beams can be formed simultaneously; and c~rcults can
be so configured that pilot signals received from anywhere within the antenna field-of-view automatically
point the antenna beams at the pilot tone sources.

Think about the rich variety of antenna designs that have emerged in the past using essentially only
passive components. As these new active RF devices evolve, we can expect many new and exciting Imp;-ove-
ments in the design of solid state antennas.

But this Is only part of the tube vs. olid state story. Figure 11 gives an overview of the
relative distributions of costs In a typical trade-off between two such systems. It has uecome clear that
the actual ilfe-cycle costs of many defense systems are strongly affected by the ease with whicl- they can
be operated, maintained, supported, and proterted in the field. Reduction in the number of military per-
sonnel required to perform these functions is an area of great potential cost savings for each individual
so reduced proportionately decreases the service personnel and facil;Lies needed to maintain that man and
his functions in the field. The most intriguing aspect of solid state phased arrays !. thei' potetial
abilit, to meet high levels of threat, while simultaneously requiring substantially less field ý.uiport due
to their increased reliability, compared to tube-driven systems. In some appt;cations these cost savings
more than compensate for high Initial sol!d state system costs - but not In all applications. Solid
state Is not a panacea; for example, It Is not yet a serious contender for high-power applications at
or above S-bond. It Is a contender for high-power applications at L-band and below, and fcr low-power
applicatlons In all niicrowave frequency b&nds. The only way to really know whether a solid state deslgn
is sensible for a given application, is to go through preliminary designs of the best competing solid
state and tube approaches for that use, and to then compute their relative life-cycle costs.

A Lechnology trend of impertamace for both solid state and tube applications Is illustrated In
Figure 12. We can expect the price break In medium and large scale digital arrays that is currently
being projected by the semiconductor industry to have a sig0,lficant impact on phased array radar signal
and data processino. In signal processing, more and more processing functions will be implemented In
digital form, while the analog-to-digital conversion function will move progressively up the RF chain.
Highly adaptive technlquas will thus become an economic reality, as signal processor action comes inc:eas-
Ingly under programmable saftware control.

The structure of a typical high-speed-digital signal processor is suggested In Figure !3. FCC
applications involving substantial tandwt!dZhs and tCme-bandwidth products, conventional digital time-
sharel data buses will give way to non-time-shared networks, switchable under computer control. Lbtensive
paralleling and pipeline proccssing will compensate for data rate limitations of individual conversion
ond computing elements. Many variations on this thect. are to be expected. For example, in ap1lications
requiring processing of only a llmkted nuwber of ranqe cells, it will be possible to minimize digital
signal processor functions by loading analog-to-dl..Ital converter outputs into high-speed iemory, and
then using the system date processor to operate on these data at io-wer speeds. At the other end of the
spectrum, in some applications it should prove feasible to dlgitize data directly after amplification
at the antenna receiving elements, cad to thereby include antenna beam forming as part of the digital
signal processing finction.

The flow of dat* and commands between the signal processor, radar controller, systam data processor
ana the overall radar system Is illustrated in Figure 14. In essence, the radar controller performs all
futictlons necessairy to match the signals flowing to and from the data processor to the rest of the radar
system.

Date processing remains a major problem In many phased array radar applications. The systeAs of
which these radars are a part often require reaction times that make almost completeiy automatic operation
essential. For demanding applications, establishing the computer architecture best suite" tn the threat
Is a major problem, Once the architecture Is e',,&%iIshed, duveloping softwarc to coVe with the constant-
ly thittlng spectrum of targets, clutter, chaffp J~w!ing, decoys, interferenoc. etc. Is a really monu-
mental undertaking. We can exp•ct this ar•a to assume incrt:.-ing importcnce over the years, with a
greater share cf system investment gol..1 Into fErroving real-L, ie programming, as w.li as Into develcping
the program t••mselves.
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for complex applications, data processing architecture is moving toward the simultaneous utiliza-
tion of a multiplicity of processors. Figures 15 and 16 present one of many competing architecture
concepts) In this area, In order to provide some Insight into the level of complexity of these n-acHines.
The computing modules shown ir:gure 15 all operatc under contro) of an executive computer. The
executive allocates portirins of the data processing task to individual modules, and establishes appropriate
data routing, csnnsistent with these tasks. Adjacent modules conmnnicate through local data exchanges,

hlhile all modules can exchange data and instruction; with ono another and the executive over time-shared
dAta and Instruction buses It is possible to so cw,%figure hardware and software for this system that the
executive function can be assumed by any module. This doesn't do muzh for the ego of the executive, but
It does quite a bit for the reliability of the data processor.

Each computing moduie consists of a multiplicity of digi'.al processors, as shown In Figure 16.
These processors can communicate to their adj.cdnt neigh•ors wi,.!n the module and to tneir neighbors
In adjacent modules. In the example shown, a tot.-] of 16 processos are used in a computing module,
while 16 c-4Vuting moduies are combined in the data processor - 3 total of 256 computers operating
s;multaneous~y on a ccmrnvn problem.

There is a frnal ttead that w wld like to call to your attention - the need for multiple
function, multiple frequency, phased array antenna complexes, capable of servicing a!l of the antennd
requirements for a given vehicle. This problem is particularly acute in Oircraft, spacecraft, and siips,
iand In certain tactical Army applications where the avsllable space for well situated antennas is

extremely limited, while the number of subsystems rcquirlng antenna access is constantly growing. Expect
a trend, then, toward unified designs of the phased array antennas for such systems, consistent with
the frequency and time conflicts intrinsic in any time-shared cperation. St'ch conflicts will make the
utilixatiou of a single antenna for all functions extremely difficult when a multiplicity of systems are
:nvolved - a small cluster of arrays is a more likely possibility. There is every reason to believe,
hcwevtr, that time and rrequency sharing of phased array antennas between a multipl!city of systems wiil
come into widespread use !n fhe years ahead.

LEFEREAE

I. Tils approach is closely related to the University of Illinois, ILLIAC IV.
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Fig.9 Typical solid state microtiave integrated circuits and devices

OeKhTAL COUMMAID "a AC9 _____

A~ 
P-

FIN

Lh O ~EXCITER RLPP0 LWPO P)&LOWITR ,iC
TIN ~ ~ ~ ~ ~ ~ ~ ~ ~ ~ ~ ~ .L- D RNC§/tCtE WtHL-S:LW OE HS HFE

Fij~~~~~~lO~I =ipi~e blc i~ra-c~ tt rtb e lsn hsD13 ryaa



1810000

so- WYICLITESK so-VI PHA::NK AnnaN COSTS I

go ESNE PRTN OT o PRSNO

50IATO INVSTEN GATE/CHI
4AIITE 0 r5OGTE/.

30 -S2 G25O GAES/CI

/-dO 20 BSA IPLA
WIO, GATES/CHIP

6825 70 72 73 4
02 BIPELR

OUAORATURE~~~ZOO GEERTO ROEETO OS ERGAE

DI ~ ~ DGITA 6OS PROCESSO2R 3 7

PROGRAMASLE MTI CANCELLATION CONTROL

FROM -POST DETECTION INTEGRATION AND DATA
RCIECOMPRESSION COHERENT iNTEGRATION PROCESSING

MATCHED FILTER AUTOMATIC THRESHOLD ADAPTATION
*RANGE- DOPPLER-ANGLE TRACK

CORRELATION DOPPLER-ACCELE*ATION FILTERING
-SHORT 8BURST -CLUTTER- FiLTERING

COMBINATION *SPECTRAL ANALYSIS
*TIME. FREQUENCY WEIGHTING
TRANSVERSAL EQUALIZATION

FIg.12 Digital signal processing functions



1,L0 ADOO NAO

... .. DATA

L.O. ~ ~ f COVR CONVERTERNG

p n o c uT [ ; - f iC U N

DATA SATS TNc* IE

LTIPLY ~ ~ ~ MULIPYIAD oADD O PARALE
FAILUE IND TND

21~~ TICRMITTO

WI*$



16-12

- - -%A

MODULE

1/0 Ti.LOCAL DATA

INTERF'ACE EXHA6

I COMIDUTING
)ýý

RADAR MOD5ULE 3

(I TO 16 *MODULES) =

I I

F15.15 Modular array data protosslor

3e Si 3 BT

40g(*00 AODftI3SING

%1111mTR~usn K11!:

F~~~~g.31OOLE 3yia cmuig 4d



7HE LINIEAR ARRA'! FOR BEAM SERW

by

I R.Reitzig

;,A, iHofz~mrstrasse, 8 Mihvnchefl2 GeniuarlY



1t ¶7-1

II- THE LiskaAR:alAX KIa BEAM ISTERING

R. Reitzig
SIEHENiS AG

51, i4ofmairnstra~e, 8 Mtinahae- 25, Germany

The radiat~ on performance of a phased 8-dipole array with uniform aad Dolph-
Tohebycheff excitation and a 16-dipole array with a cosine aperture distribution is
%heoretioally studied on models which exclude 'the eleu~ent coupling. The ocimputed
rosults are then compared with measurements thus givf.Lg some information an the detz-
riorating effects of mutual coupling. The paper deals also with the I~nflfiwnce of
systematic phase-errors as they are usually obtained by, digitally approxiitating a
linear phase progressi" along the array aperture.

1. IN~TRODUCTION.

The paper presents some theoretical and orperimenual results obivained ori the
atudy of liliear phased array antennas with a unkfcirt., cosine and Dalplh-Tchebycheff

rience in the radiation and impedance performance of in. electronically scanned array.

To prevent the appearance of -,rating lobee in wida-augle scanning appý.cations,
the radiating element's %ust generally be small in size - approximately a half-wava-
length in cross-section -- and closely spaced t~o each other, again in the order ofa
balf-wavelevgth. The elementary radiatorn have a rangej of impedance, pattern and pola-
rizati~on characteristics. However, due to the e-lose element spacing energy Is parasi-
tically transferred from the neighbouring elemeints thus causing the radiation pattern
and the impedance characteristics of the element iu the array envirovuent to differ
uarkedly from that of the isolated element. In a~ddition, the mutual coupling changes
a3 the array antenna is scanned through different angles. This change implies that the
aiatenna radiation eff~iciency varies as the scan-angle changes. Hence, the influence of
mutual corpling has to be taken into account if a true picture of array performance is
to be obtained. In general, a theoretical array model- greatly simplifies the problem
by neglecting the nutual coupling. That electrical characteristics of the elementa are
assumed to be constant during the scanuing per...od and set equal to the isolated element,
independent of its locatioa within the array c-onfiguration. Th.e computed results thus

j obtained will cortainlj. differ from the experimental results thus giving some account
ou the degrading influence of coupling on the xadiation pattern.

Apart fro& thea j.;a~ittn characteristics of the coupled array elements the else-
trical properties of the-feeding u&-._crk of the array eatenna, have also an essantial
iniluence on the overall performance of m~~~otenna syatem. Du~e to the varying mismatch
of each formerly matched isolated elemeet whom put in a phase-scanned array, fractions
of energy are reflected back toward the feed Lotructure, thus altering the phase and
amplitude distribution among the antenna elements. In turn, the radiating properti.as of
the coupled antennas will be affected, unless provisions are made to eliminate the
element coupling through tte arrcy feed system.

In an array of a s.,all number of eliments-the letws of a stktistical distribstion
and# hence, ca- ;ellation of amplitude and phase errors of the aperture Aistribution. do
not apply. As pointed out, such errors are due to muatual coupling. Phase errors, how-
ever, a--e also introduced due to a phase quantization by digitally altering the phase-
progression along the aperture. Using a-bit digital phase-shifters the phase-pro-
gressiozn along the array aperture is correct only for 2r,+1 scanning directions. In
order to increase the number of beam directiona the desired phase function may then be
approxisated as closely as possible with the number and fineness of steps that are
available. It is, therefore, of vital interest for an antenna designer to conclude from
the kimA and the degree of pattern distortion whether amplitude or phase errors of the
arrzay excitation are prevailing. Countermeasures have, then, to be develop id to Mini-
miss these errors.

Answers to these problems of mutual coupling and array excitati io are sought in
atheoretical arnd experimental analysis of an eight-element linear array of uniform

and Dolph-Tchobycheff aperture distribution, fed by a corporate microwave network. The
radiating elements were dipoles printed ou a law-loss dielectric meaterial. The phase-
shkitting was performed by coaxial trombones. A linear array of sixteen dipolo oloyterta
was also analyzed and built. 2owevor, a modified apace-feed system was used tn erner-
giee the radiators. Perrite phase shifters were applied to alter the phase progression
along the aperture.
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2. rHE 8-ELIEMENT LIK&AR PHASED ARRAL WITH UNIFORM AM?LITUDE EXCITATION.

Providied coupling is neglected the amplitude pattern of a linear array of nl
dtrecttvu radiating elemen-ts Is given by

n 2Y

wbere F(40) deszri'jee the pattern of the elementary rpaiator of the array. A'O 1-0 the
amp.ý.tude of the excitation coefficient, d the spacing between radiating elemea*ýs
and a~ the wavelength in free-space. 1:1 specifies the angular posit ion of ob~servat ion.
Yel s the phase difference between adjacent equispaceci radiators in an array with
linear rhase progression along the aperture. By altciri~ng the phase delay tho main beam
is deflected. The variation of tne pattern with the scan angle is studied.

AlthoL gb the measured module of the coupliag c-ieff icient between t.1o dipoles a
half-wavelength apart is about 10 dB in the E-plane of the radiated field vector and
14 dB in the H-plane, it was preferred for the experimental verification of the comnpu-
tat ions to line up the dipoles in the B-plane rather than in the H-plane in order to
obtain wore strik~ing resulte due to the higher amount of coupling. In addition, the
radiation pattern of a dipole is about twice as much directional in the B-plane than
In the H-plane. Thus, any beam distortion, side-lobe level. .=nd beam.*pointing error due
to the higher direc~tivity of the dipole pattern and the hit~her element coupling in the
B-plane w'.11 be more easily demonstrated. The elementary pattern is well defined by

F~r cs(Z snr-)(2)

as plbtted in Fig. I along with the experimontal pattern.

Pot anS dipoles each d= apart and uniform amplitude excitation the broadeido
radiation pattern was computed, Fig. 1. This pattern was experiment-ally well verified.
The half-power beamwidth is 12.50, the sidu-iobe is about 13 dB below the maximum.

The comparison between theory and experiment waa made for various scan-angles.
The experimental array was fed by a corporate feed structure. In a first attempt the
power sp~litting was performvd by means of a react~ve two-way power divider. However,
such a three-port junction cannot bet matched sia.ultanecusly when lacking into all arms.
Thus, due to the mismatch of the coupled radiatcro in a phased array antenna multiple
reflections arose, which in turn deteriorated the formerly uniform amplitude excita-
tion and the linearly progressive phase distribution. The agreement between theory
and experiment was not too good. An improvement, sepecially of the side-lobe level,
was found with a corporate feed using strip-line hybrids with an isolat iou 9.f more
tnan 40 dB to perform the power division. In Fig. 2 th6 deflected besme ateJ' 290
aandr3= 520 corresponding toJD0  6oO andY = 1500, respectively, are plotted. The
half-power beamwidth increases up to about ?9o. The radiation pattern becomeb very
asy~ametrical. The side-lobe leyal incre~ses considerably relative to the peak-level of
the deglected beam. The gain d~rops by about 6 dB. Due to the directivity of the radia-
ting elementi the beam maximum is shifted with respect to that of an array of iso-
tropic radiatare. Por?0*= 150 the angular displacement amounts to 21 % with respect
to the half-power beesmwidth.

Although mutual coupling is present, the uniformly excited array shows a good
agreement between the cot~puted and the measured performance, apart. from the far-off
scan angle due tc the difference between the: theoretical and experimental element,
pattern. Probab~l.y amplitedA and phase errors induced by coupling do vot seem to have
a too strongly deteriorating effect. In fact, ce.lculationa have shown tilat small ranL-
dom phaso and amplitude errors are of minor importance. More se;rious influence on the
radiaticn performance of the phased array have systematic phase errors. For the theore-
toical analysis a systematic phase distortion of the kind

= (v1~('~ 1~(sin(v-) ~(3)

vas introfuced in eq. 1, where~ defines the maxituum pbase error. This phase varia-
tion dea-nrib-ot. an alternating zigzag-curve around the linarSa phbse progression 0o.
As an example, in Fig. 3 the undisturbed pattern of? 0o = 90' is compared with the
correaponding patterns ford?-V 100 aud&O? 200, respectively. The dote,:iorating effect
of a systewatic disturbance'of the phase progression is chiefly restricted to the s~ift-
lobe level, especially, in the angular region oppnsits to the scanning direction. For
small phase errors as A?= 100 the decrease of the gain is negligible. lio: s, phase
error of~y= 200 a gain drop of about 0.3 dB only was found. This behavcio'r was Oxpe-
riientally well verified.



In general, a linear array with. uifor- &porturcc eltaticn ha-S_ vvry little
practical application as the side-lobe level of about 13 dB is too high. An array with
a tLanah aamnlitude exuitation of the aperture has beatter ohances. As an examplc ena-eleent array with a Dolph-Tchbebycheff pattern was chosen for tWe aJalyai.

3. THE 8-IEMiN LINEAR ARRAY WITH DOLPH-TCHkB!CHBPF RADIATION PATTERN.

It was expected that for an aperture distribution whose properties are optimum

in the sense that it will produce the navrowest beamwidth for a given side-lobe level
and vice versa, the radiation properties of the linear array are more lxable to be
degraded by a variation of the amplitude excitation due to mutual coupling or due to a
misalignment of the power distributing network. In fact, a random amplitude error of
the aperture excitation up to 1 dB did not cauie any essential pattern deterioration as
shown in Pig. 4. The pattern was computed and measured or an 8-dipole linear array
with a half-wavelength element spacing and 26 dB cide-lobe attenuation. A severe
pattern deterioration, however, is introduced by phase errors of the aperture excita-
tinn. Before the radiation pattern in Fig. 4 was experimentally obtained, a pattern
with shoulders on eithar side of the main beam was measured, Fig. 5. This principal
dofect is due to a quadratic phase error iuduced by coupliag. An evaluation of the
magnitude of the quadratic phase error, however, did not improve the radiation pattern.
Again, mutual coupling deteriorated this phase compensation. By a trial and error
method a deliberately induced linear phase variation of about 250 symxietrically to the
array normal was found to compensate for mutual coupling effects on tba phase pro-
gression along the linear dipole array aperture.

This phase compensation had not to be altered within a scanning section of about
t 400. Hence, it may be concluded that the phase error introduced by % varying mismatch
during a scanning period due to mutual coupling is of small order, In Pig. 6 the com-
puted and measured- patterns for two phase progressionseo = 900 and ro 1200, respec-
tively, are plotted. The scanning angle and the side-lobe level agree well, however,
the power level of the computed diagram Is increasingly lower than the measured one.
In the theoretical analysis the elementa&iy pattern P(Y) has been assuzed to be iden-
tical for all elements. However, as measurements have shown it differs considerably
dependent on its position along the array, Pig. 7. The isolated dipole has a higher
directivity than the dipole centrally positioned in an 8-element array. The radiation
p•tterrn of the edge element is completely distorted, especially the side-lobe level is
strongly asymmetrical.

A systematic phase error of the zigzag form described in the pzevious section
results in a severe pattern deterioration. For reasons of comparison with the uniform
illumination the same systematic phase variatio:i o! the aperture excitation was intro-
duced. Again, for - 900 the pattern is plotted in Fig. 8. The gait variation is of
about the same ordei very small as for uniform illumination, however, the side-lobe
level Is most severely asymmetrically distorted, even by small phase increments. These
results agreed also very well with the measurements.

4. THE 16-XIDNT LIEAR ARRAY WITH A COSINE AMPLrTUDE EXCITATION.

Poi a linear array of small element number, say n = S. a corDorat_ .ype of feed
:structure is to be prefarred. The two-way power division network, however, becomes
very cosplex for a bighez element number. An alternative solution is the application
of the space-feed principle. In order tc efficiently illuminate the collector side of
the antenna, the space-feed had to be modified such that the energy leaviug the pri-
mary feed propagate3 in a sectozal-horn closed environment. However, such an oversized
waveguide system in very sensitive to the excitation of high-order modes by any kind oZ
Roymmetries like the varylag input impedance of the elementary radiator during a
scanning period. The danger of high-order modes is an increase of tue coupling to ev'en
fao-off positioned array elements. In addition, at certain frequercies and scan-angles
the radiation performance of an array fed by such a structure will be drastically al-
tered due to trapped-mode resonances. By the inseý:tion of mode-absorbers which have a
loast effect orn the dominant waveguide mode the amount of high-order modes might be
greatly reduced. The amplitude excitation of such a feed system for a 16-elementj - linear phased array with sil the output terminals of the emitter side of the antenna
syctotm terminated by a matched load was measured, Fig. 9. It is fairly well approxima-
ted by a cosine type of vperture distribution. In contrast to the two previous array
antevrnq described where the theoretical analysis vas baaed on ideal models of the
amplitude exciiation and of the elementary pattern, now tte meaaured amplitude distri-
bution of 7ig. 9 and the measured H-plane radiation pattern of the isolated dipole
(Pig. 10) were fad into a computer and the radiation pattern of the array antenna
evaluated for various scan angles and systematic phase errors, using eq. 1. The calcu-
lated zoadside pattern of a 16-dipole linear array with an element spacing of 4.is
presented in Pig. 10 and compared with the reasured one. The agreement of the main-
lobe pattern is good, however, even after the compensation of an initial quadratic

bhase error due to mutual coupling it was not possible to lower the measured side-lobe
level to the theoretical value. Due to the lack of a high isolation between the
collector elements in a closed-environment overmoded waveguide feed structure mutua'.

i
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coupling groatly affects the power rating, especially of the &dge elemeats. Ia fact,
l-lltionn have proved the increased measured side-lobe level being essentially due

to an edge illumination of' about 10 dB, a value o- i.bout ... anz order a. .. msed
withoilt the mode-absorber in the horn.

For a phase progression cf /o 900 and $ 112.5 corresponding to' = 300
and,'L? 390, reapectively, the deflected beams were computed and plotted in 2.g. !I.
The comparisorn with the experimental patterna discloses as a most strikirg novel
feature an angular displacement between the measured and calculated main-lobe patteln.
This performance may be explained by a variation of the "effectivoe ileaent paatern%
and/or of the linear phase progression along the array aperture due to mutual coupling
during the scanning period. The beam;width end the gain agree well with the computa-
tions. However, the side-lobe level varies considerablyg the degree and chazacter of
variation being entirely diiferent for two beam directions only a few degrees apart.
The increase of the power-level of the side-lobes can be contributed to phase errors
which seem to have svme systematic character. In Fig. 12 the doteri 8 rating effect ol
a systematic phase error of the type defined by eq. 3 withA(F= 11.5 is wall demon-
strated on 4he computed pattern for So = 56.250.

5. CONCLUSION.

An agreement between the experimental and computed radiation pattern of a linear
phased array of small element number was found for a tapered aperture excitation only
after the compensation of a quadratic phase error. This phase error is introduced to
the linear phase progression along the array aperture by mutual coupling between the
radiat.ing elements. An array Leeding structure with a high isolation between the ont-
put terminals is to he used to eliminate any additional coupling through the feed.
A systematic phase error of the linearly progreseive phase excitation of the array
aperture has a severely deteriorating effect on the side-lobe level.
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SUMM1ARY

Several cm solid-state power modules for airborne phased array applications are described: (1) Hybrid
integrated L-band modules using transistor amplifiers (Pmax - 30 watts). (2) Hybrid integrated S-band
modules using transistor amplifiers followed by varactor doublers kPmax -15 watts). (3) Coaxial C-band
modules using circulator-coup1ld negative resistance transferred electron amplifiers (Pmax 11 watt).
(4) Csaxial X-band modules using circulator coupled negative resistance transferred electron and Impatt
amplifiers (Pmar - 0,5 watt).

1. INTRODUCTION

The amount of microwave power that can be generated with solid state devices is now sufficiently high
so that practical solid state power modules can be buill that are suitable for a varicty of airborne mic-
rowave phased array applications. This paper will describe several such sources currently being devel-
oped at RCA's Advanced Technology Laboratory in Princeton, New Jersey,

2. TRA!NSISTOR AMPLIFIERS

High-power L-band modules using microstrip transistor amvlifiers are being develtped. These modules
are much smaller than comearable coaxial modules, yet: their electrical performance is similar to the best
that can be achieved with coaxial modules.

The transisror chips used in these modules are mounted in carriers that art specifically designed
for high-power microatrip circuits. These carriers vrovide excellent Neat conduction fror the chip tn
the metal ground plane of the microstrip, they act as impedance transformers between the c:tip and the
microstrip circuit, and finally, they are so small that several carriers can be placed side-by-side for
paralleling of several transistors in one circuit. An example of an amplifier using three transistors
in parallel is shown in Fig. 1. In multi-sta.e modules, the following performance has been obtained
at L-band frequencies: Cain - 23 dB, 1 dB bandwidth - 10G%, CW power output - 30 watts, efficiency - 40%.
We expect that experimental quantities of transistors suitable for nultiwatt power levels at S-band
frequencies will become available by the end of 1970.

3. TRANSISTOR DRIVEN VARACTOR DOt•ILER5

The L-band hybrid integrated modules described in the previous section hre being used to drive, hybrid
integrated varactor doublers to produce cw power outputs of 15 watts at S-band frequencies. A module of
this type is described in Fig. 2.

4. TRANSFERRED ELECTRCN AND IMPATT AMPLIFIERS

For freqjencies above S-baud, transferred electron and impact amplifiers are zurrently the only solid
state amplifiers that can produce ew povois in the watt range. The construction of a typical transferred
electron device that can produce approximately 1 watt cw at C- ard X-band frequencies is shown in Fig. 3.

Hos: transferred electron and impatt ampllfie:s are circutlator-coupled negative-resistance amplifiers.
A schematic diagram of a transferred electron amplifier (TEA) of this type is showi, in Fig. 4.

Coaxial modules using transferred electron ano impart devices are being developed for C- and K-band
frequencies. Some preliminary results are as follows:

(a) Single-stage C-band TEA: Gain - 8 dB. bandwidth - 3 -Hz, CV powcr output (I dB gain com-
pression) - 250 mW, CW power output (5 dB gain compression) - I watt.

(b) Two-stage C-band TEA: Gain - 22 dB, bandyidth - 2 Mz, CW output power (1 dB gain com-

pression) - 250 mW.

(c) X-bar.d TEA: Cain - 5 dB, bandwidth - 2 GHz. 0i power output (2 dB gain compression)-
500 mW. (See Fig. 5)

(d) Singlet- :age X-band impact amplifier: Gain - 5 dB, bandwidth = 1 GHz, LV output power
15C mW.

The efflcietcies of these amplifiers is zurrently only a few percent. However, it seems likely that
by the end of 1970, average power outputs exceeding 1 watt will be achieved with' efficiencies exceeling
2C%.
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Figure I - Phctograph o! & hybrid integrated L-band transistor amplifier. 1This amplifier has a galn of
8 d. 4 bandwidth of M9 Mc.,8 a cu power output of 22 watts, and an efficiency .anging from
40 to 48%. (Courtesy Dr. E. 7. Beloboubek and Dr. D. H. Stevenson, RCA Electrhnic Components,
P inceton, New Jersey.)

t-Metot rim
S• -- Gold wire

SSilver contact /- GaAs substrate

A ,-pitaxl layers

_Optico'ly polished
surface

Ceramnic spacer-

Metal stud-• '

Figuze 3 - Sche=tc drawing of a typical teansferred electron detvce moucted in a uctal-ceravic package.
Devicts of the type shown in the drawinR can produce pover outputs of the order of I watt •w
at C- and X-band frequencies. (Courtesy Dr. S. Y. Narayan cnd B. S. Perlman, RCA Electronic
Components, Princeton, New Jersey.)



PWEFR
DOUBLER AMPLIFIER

RF RF
...OUTPUT DRIVER PRE INPUT

APIER AMPLIFEIER

L DOBLERPOWER
DOUBLE AMPLIFIER

POWER--
COMBINER

DRIVERa PRE-

Figure 2 -Ilybrid integrated 'S-band translator ampilf ier-varactor doubler power tlodIule. With a power
input of 100 MW at L-hanod frequencies, this module produces a power output of 15 watts cw
at S-hdnd frequencies. The bandwidth of the module is 12Z, and Its efficiency ranges from
11 to 14%, (a) Block d iagram oif module. (h) Photograph of module. tCourtesy of Dr. 1'.I.
Belohouhek, A. Pr..sser, and Dr. D. M. Stevengon, RCA Electronic Con'poflents, Princeton, Nw.,
Jerney.)
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Figure 4 - Schematic diagram of a circulator-coupled negative resistance transferred electron amplifier.
The signul t.o be amplitfied enters the ..Arculator at port 1, leaves at port 1", is amplified
by the negative resistance of the transfhrred electron wmdule, is reflected back to the cir-
culator, and leaves the circulator at port 111.
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Figure 5 - Photograph ot an X-band transferred electron module. This module ;-s a gain of 3 dE, a c'.
pouer output of 500 Ww, and t Land'oidth of 2 GHz. (Courtesy a. S. .- rlman, R(k Elestronic
Co'tpottents, Princecon, New Jt- sey.)
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SU MMARY

This paper discusses the design and performance capabilities of severa. different ty.pes of Lightweight
Pbised Array Antenna Systemns which may I-nve ipplication in - number of areas such as forward area battlefield
surveillance radar, air traffic control rae:.r, tighteight mortar locator syswnms, airborne weather, terrain clearance
and terrain avoidance radars, among othe-o:•. The system.v to be discussed fail within the microwave frequency band
of 1 to 19 Gliz. Srecific design ano cop' .ent selection paramnetqrs are discussed for linearly scanned phased array
antenna systems optimized for operatior in various portions of the overall frequency band. Antenna models in the S
and X frequency bands were fabricated * nd tested. Results indicated very close correlation with theoretical pre-
dictions and we-re in accordance with specification requirements. A discussion is p-esentcd of the critical components
used in these antenna systems such as phase shifteis (ferrite, nonreciprocal and reciprocal, and diode), and antenna
feed systems. The allowable errors for these critical components are analyzed. It is shown that error tolerances
are consideably more severe than those which may be accepted on large phased array systems. It is also shown
that antenna performance for small phased arrays can be substantially superior to that obtained with conventional
dish type mechanical antenna systems. A description is given of the electronic beam control and processing system
used with these antennas in order to provide scan and track capability.

1. INTRODUCTION.

A program was initiated by Sedco Systemb Inc. in ,May 1964 under contract wtth the U. S. Army Electronics
Command at Fort Mtonmouth, New Jersey to investigate the design and fabrication of lightweight, ntnimal complexity
phased array anteiuta systems for use as part of forward area surveillance radar systems. A number of radar
systems in :his category are presently 1: use, operating in variour parts of the microwave frequency band from
L-band through K-band. It was therefore determined that a design study would be made in order to establish the
optimum desigis for various portions of the o-ercal frequency band. Following the completion of the study, ant=
models were to be fabrIcattd at X-baad and S-band in order to demonstrate actual performance. The objective
specifications which were to be used as a guideline in the proposed designs were as follows:

a) Electronic bean range - * 60 degrees in a.imnuth, fixed in elevation.
b) Beam'widih - Azimuth - I to 5 degrees

Elevation - 5 te 20 degrees.
c) Sidelobe Level - 20 db or less in both planes.
d) Frequency Baawidtl - 10% htnable, 10 Mi~z instantaneous.
e) Power Level - 100 Kw peak, 100 watts average.
)Beam Pointing Accuracy - 1/30 of a bhnamnwidth.

g) Automatic Tracking Accuracy - 1/20 of a beamwidth.
h) Weight - 20 povnds objective.
i) Scan Rate arl Power - 0 to 15 cps; 10 watts.

The phased array antenna systems describ: d below represent some of the specific results of this program.
These systems have been fully te.sted and delivered. They have been fou-.4 to be generally in accordance with the
objective specifications. The weight of the experimental model antenna systems ;as been in the range of 60 pounds.
Approximately one-third of this weight may be elim!nated as a result of productization and the use of lighter weight
materials. The other major specifications have been achievei

2. PRINCIPLE OF DESIGN

The basic design of the phased array antenna systo,..s developed in this program involves the use of a
parallel fed phase shifter scanned array operating at esscs.Jally a fixed Qbut tunable) RF frequency. A schematic
representation of this type of systemr is shown in Figure 1. This type of design was chosen over the so-called
frequency scanned systemr, since it may be readily adapted to conventiona! fixed frequency radar receivers and
transmitters and provIcws maximum efficiency and minimum use of the already cromded RF spectrum.

A quick oxaminaticn of the diagrm given in Figure 1 indicr.tes that the antenna system contains several
major elements, namely, the antenna, feed, the electronic phase shifter group, the radiator group, and the electronic
control system. The latter element is aciua'ly. composite of several subsystems such as the 4amn steering
control system, the programmer and logic system, the operator interface providing such functions as antenna scan
sector control, scan rate pmntrol, frequency selection, and mode control, i.e. manual, scan or track. In addition,
the electronic control system may include an indicator providing beam position in either CRT or digital output format.

One of the mi•st import.nt considerations in the design is t•n efficiency of the system. For a given aperture
-effciency, determined primarnly by the retaired near in sidelobe level, the overall efficiency will then be determined
by the addit;onal losses in the system betwecn fie transmitter output connection and the a etnna r3adiators. All of
the RF elements in the antenna contribute tc this loss. Ilcever, the one element which fr-Aquenily provi:les the



greatest :ontribuion to reduction tat antenna efficiency Ie the electronic phase shifter. In addition, this element

also !t:is4iptcs pipe er .uig ,in) ih '-s aru =-n.it Ila imqpi in relatively largie auantltv.
generallk equal to the nmver of radialors, and contributes substantially to the overall cost of the antenna system.
1i thcreftre must Ile gixen sixpe.is consideration in the cturse of tLe antenna design.

The dec'agn stud% md~catc-1 th:•t considerations of maximum efficiency and minimum size and weight detate
-'ifforences in design for differnt parts of the mt:rowvave frequency hand. LY particular, the delign of the antenna
feed system and tlýc ebectrnnc pha*.e shifter is definitely determined by the particular frequency band of operation.
As an example, at the higher end of the microwave frequency band (C-band and abovei, wavgulide feeds and ferrite
phase shIftera tend to provide maximium efficiency nd minimum weight. Cn Ihe other hand, in the lower enl of the
mncrowa'e spectrum, stripline feeds and digital diode phase shifters provIde * greater net improvement in the
eýfficiency-weight factor. The antenna systems described below provide definitive implementation of lightweight,
to-. cost, high efficiency, phased array antennas suitable for use in portable ground raadar systems, Es well as air-
Lorne radar systerms.

3. DFSC|IPTION OF X-BAND AlIRBORNE WEATHER RADAR ANTENNA SYSTEM

This antenna was developed by Sedco Systems Inc. uned.r the aforementioned codract with the U. S. Army
Electronics Command, Fort Montmoutn, New Jersey, for the purpose cf being used with an airborne weather radar
w stem, A pL'Ttograph showing the antenna, the electroniv bears steering programmer a'-d the pilot's control tatit
Is shown in Fig. -e 2. This antenna has an aperture dimension of 24" x 10" and provides a 3 db beam-width of 4 de-
grees In azimuti, and 9 degrees in elevation. The antenna is capable of electronic scanning in the azimuth plane
within a pilot adjustable sector of - 45 degrees. The antenna may be mechanically oriented in the elevation plaue
wiAhin an angle of 15 degrees by a servo actuated pilot control. The electronic scan rate is adjustable within the
range oi 1 to 12 cps.

The basic design of this antenna is similar to that shown in Figure 1. A novel parallel plate feed system is
used to deliver the input signal to 32 phase shifter-radiator elements and provide the desired cosine amplitude taper-
Each phase shifter radiator assembly consists of a J-shaped waveguide section incorporating a flux-transfer, latch-
ing ferrite phase shifter. The output of this n-ember is coupled through a coax transition to a 10-way stripline
unequal power divider whose outputs axe in turn coupled to a 10-.element radiator assembly. A photograph of the
phase shifter-radiator aasembly is shown in Fi:7ure 3. This photograph also shows the electronic driver which
provides the desired phase shift ccntrol signals to the ferrite phase shifter. This driver is de.igned as a printed
circuit plug-in assembly which may be replaced by removing the top cover of the antenna assembly.

Phase and amplitude errors across the antewnr', aperture affect the RMS sidelobe level, the beam pointing
accuracy and to a smaller extent the antenna gain. The specific relationships that apply are as follows:
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wher =ratio of aerual gain to error-free gain
G

element spacing

£2• = total mean-square error ,,•2,82)
A2 = mean-square amplitude error

82 = mean-square phase error

The RMS sI lelobe leve! is given by:

S. L (A,,) 2  i-66 (for cosine illumination)I" ' -M.S. - N

where An = relative voltage at the nth radiating element

N = total number of elements

The RMS pointing error is given by:

= (BW)if
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where :1m :n"e pointing error

rms phase error

ro dit heamw.ivit

Ne effective nmnber of elements (0.81 N for c~sine distribution)

It can be seen that the acceptable RI1S phase error is directly proportional to the square root of the number of

antenna elemer, tes for a given sidelobe and beam pointing accuracy requirement. This implies a substantie.l
increase in performance capability for phase shifters used on small phased arrcvs.

Typical performance characteristics of this antenna are shown in Figures 4 and 5. Figure 4 shows a
composite of a series of azimuth antenna patterns, electronically scanned within the range of - 45 degrees from
boresight at In.tervals of approximately 2 beamwidths. It may ba seen that the peak sidelobo recorded on any of
these berm patterns is 24.5 db down. This demonstrates the extremely low value o' phase error across the
aperture throughout the electronic scan rante. Figure 5 shown an elevation butxn 1,% itern. in this case the sidelobe
level is 26 db down.

The antenna gain is 28 db at 9.375 GHz. The total loss in the antenna is less than 2.5 db. Of this loss
1 db is contributed by the 10-way elevatioa stripline power divider and slightly less than 1 db by the ferrite phase
"shifter. The ferrete phase shifter used in this antenna is a fux-transfer, nonreciprocal, latching phase shifter
developed by Sedco. It is a highly efficient unit hlving a loss of less- than 1 db and zutomatic temperature compen-
sation. The phase shift is obtalaed by applying a coristant amplitude, variable width pulse signal. This is based on
the fact that the differential phase shift is dil.2-,. proportional to the differential flux, which, by the application of
FTsraday's Law, is as follows:

For constant voltage this may be written as:

"A t • = Eat

The differential phase shift may therefore be continuously varied in an analog fashion ky applying constant amplitude,
variable width pulses from the driver circuit. Moreover, variations in insertion phase between phase shifters may
be eliminated byr the r.pplication of an initial bias signal to the phase shifter driver.

A curve showing the linear relationship between phase shift and pulse width is shnown in Figure 6. The loss
characteristic of this phase shifter is given in Figure 7. The high degree of temperature stability is obtained by
operating the phase shifter below Cae region of ferrite saturation. Thus the normal variation of ferrite soatration
magnetization with temperature will not affect the differential phase shift of the uzit even with relatively inexpensIve
ferrite materials. A plot of differential phase sh-ft vs. temperaturc is given in Figure 8.

The weight of this antenna is approximately 40 pounds. It is expected that productization and ,ase of lighter
weight materials can bring the weight down to approximately 25 portds. The umusually high performance capabilit!es
of this antema make it extremely attractive for various airoorne applications, such as weather radar, terrain
clearance, and ground target surveillance and tracking.

4. DESCRLITION OF X-BAND FORWARD AREA, IMRTIALESS SCAN, SURV-ILLA.YCE RADAR ANTENNA

This antenna is designed to provide inertialess szanniog in the azimuth plane within a controllable sector
up to + degrees. Since the radar system must operate at very short ranges, it is not desirable to use nor&-
reciprocal phase shifter elements which requit-e switching between .he transmit and receive mode. Ccnseqaently
the phase shifters used in this antenna are based on a novel Sedco design of a rsciprocal latching ferrite phase
shifter. This utnit was developed by Sedco as par'. of a separate R&D contract with the U. S. Army Electronics
Command at Fort Monmouth, New Jersey.

A photograph of this antenna is given in Figure 9. The• design of this antanna i2 similar to that of the air-
borne antenna described previously, with the excep~ion that tids antenna contains 62 phase shifter radiator elements,
providing an aperture width of 42" and an azimuth half-power beam%ldth oý 2 degrees. The aperture height Is 10",
providing an elevation half-pov. er beanmwidth of 9 degrees. A parallel plate feed, similar to that of the airborne
antenna, is used, having appropriately largter dimensions corresponding to the larger number of elemen-s. In order
to maintain the required rigidity in the feed -vithout the need for excessive stiffening elements, use is made of
aluminum honeycomb .)aeis which ha,.e a v -y high stiffh.ss to weight ratio..

As indicated above, the phase shifters used in this antenna are reciprocal latching devices. Theie phase
shifters are incorporated in a J waveguida section similar to that used in the airbo-ne antenna described above. A
pbhotograph of the reciprocal latching phase shifter, similar to that used in this :intenna, is shown in F1gure 10. Thu•
overall dimensions o- this device are similar to those of the noaireciprocal n.nase shifter. hlowe-er, It contains a
completely different 'type of ferrite element, namely, a douhl.e torold, lornitudinally mugnetired element. In view
of the complete electrical symmetry in this ;evIce, reciprocal diffe.mntial phase shift is obtained. Thg latching
characteylstic of the phase shifter results in the need for electronic drive porwr for the purpose of beam scan
ahich Is (Irect-y a fmznction of the beam sw-itching rate and !a independent of ihd. radar pulse repetition frequency.
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J lit- plh tMuhifter dr.-r r. art t•a:+,iir It Zhu-se usedi in the airborne antenna, namely, printed circuit plug-in
abscit.Mlles •lIith are inserted i) remo ing tac iop cover ce the :rwnna array.

Ihaei antcnna has a proision for auto'matic tracking in addition to continuous scan. In the automatic
tracking modle .he anleUL1, upon dete, ti•n of a target, will automatically lock on and maintain track to an accuracy
of at least 1 20 of a aoinm itidth, or 4 :minutes of arc. A photograph of ihe tripod mounted antenna and the elec-
tronic beam control unit is gi•er. in F11ure 11. In aidition to the adjustable scan sector width controls provided by
thumntiheel dials, the bean, control unit contains two types of readnuts. t",, is a 3-digft Nixie tube display which
I)prodides azimut th beam position •tithin a _ 60 degree sector to ani accuracy of ). I of a degree during the track mode
of operation. In adlltion, I track error meter provides an ack'itional orda. of magnitude of accuracy in bearh
position, name:y, to an accurac. of 0.01 degrees. This system Is desIp,•pt primarily for detection and tracking
of movin•, ground targets and is normally used with an M'%I type ratdar system.

T"[he antenna feed is provided with a two-channel monopulse input which is connected to a conventional
dup!exer monopulse radar receiver. The monopulse error output of the radar receiver and :he sum chanel cutput
art connecteit to the error and detection inputs of the beam control unit. This complates the feedback loop and
iermits the antenma to provide automatic target tracing, The azimuth scan rate of the antenna is adjustable
bctwc-en 0 and 13 cps within any part d the aziruth sector of - 50 degrees.

A complete set of tests has been conducted on this antenna prior to delivery. The results of these tests
have shown that the antenna rms sidelobe level, beaxm pointing and tracking accuracies are in conformance with the
specification. The tripod mount permits mechanical adjustment of the antenna wltin 360 degrees of azimuth and
approximately .' 30 degrees in elevation. This type of antenna system may be used for many ground bascd
appllcation.4 with existing radar systems while providing a significant enhancement of capability in multiple-target
surveillance and t:-acking accuracy.

5. DESCRIPTION OF S-BAND FORWARD AREA INERTIALESS SCANNED SURVEILLANCE RADAR ANTEINNAS

An antenna designed for S-band operation was also fabricated as part of this program. A photograph of
this antenna is shown in Figure 12. Although the general chaaractearlstica of this antenna are similar to those of the
X-band antenna previously described, there are a number of significant differences in the desiga of the two systems.
The S-band antenna consists of 30 elements providing a horizontal aperture of 5' and an azimuth half-power beam-
width of 5 degrees. Each element consists of an aluminum dtp brazed assembly of 4 radiators having a height of
15" and providing a vertical half-power heamwidth of 20 degrees. A etripline board containing a 4-bit diode phase
shifter and a 4-way unequal power divider is mounted alongside each radiating element. The inputs to the diede
phase shiftera are connected by a stripline unequal split corporate feed assembly. Two such feed networks are
used, one for each hilf of the antenna. The inputs of these corporate feeds are connected to a stripllne hybrid in
order to provide a sum and difference mcnoplse output which may be used with a conventional monopulse radar
reele.ver-transmitter for the purpose of automatic tracking.

It may be seen in Figure 12 that the electronic beam control unit is the same as that used in the X-band
antenna previously described. In faut it is the same unit, the design of which is such as to operate satisfactorily
with either the ferrite scanned X-band antenna or the diode scanned S-band antenna. The beam control unit there-
fore is in general capable cf operating with the two major types of phas=,d array antentna systems.

A schematic representation of the 4-bit diode ;phase shifter and 4-way power divider le given in Figure 13.
The phase shifter contains 4 stripline hybrids and 6 AI!J diodes. Each hybrid and diode pair -omprise one of the
phase shifter bits and in effect switch the corresponding differential phase shift In and out of the system. Since
the milnmun bit is 22.5 degrees, the quantizat ion error will reach the maximum value of 11.25 degrees. Since
the antenna contains a total of 30 phase shifter-radiator elements, the effect of this quantization error limits the
rms sidelobe level to a value of 29 db. If a smaller rnumber of bits were used in the phase shifter, this effect
would be substantially more severe aInd would seriously deteriorate the antenna performance.

The 4-%%*y stripline unequal power divider is designed to provide a Tchebycheff distribution in the elevation
plane. This distribution provided an elevUtion sidelobe level of 23 db.

The extensive use of stripline networks permitted the attainment of a very efficient form factor. The
overall antenna d'Imensions are 5' wide x 15" high x V" deep. The weight of the antenna is approximately 60 pounds.
An additiona• technique that was u'sed in the mechanical design permits the antenna to be separated in two parts
across the long dimensicn. This permits the antenna to be easily carried since aa.h half has the dimensions of
a relatively small sized suitcase.

The performance characteristics of this antenna are similar to tlse of the X-band antenna described
previously. It has the same capability for electronic scan and automatic track within a sector of + 60 de-grees.
Since the same electronic control system is used, all of the controls and readouts apply equall:, to the S-band
anteina. Tlhus the beam pointing and tracking accuracies which are specified as 1/30 and 1/20 of a beamwidth
respectively, will result in equlvalentl-y larger errors for the S-band antenna.

This antenna has been completely tested and dlivered. Results of the tests indicate the attainient of
rms sidelebe level and trancsting accuracy ia accordance with specificatioes. The tripod mount used for this system
permits mechanical orientation within 360 degrees in azimuth and +B0 degrees and -60 degrees in elevation.
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6. CONCLUSIONS

'The antunna systems develnp•ed during the course of this program have demonstrated the capability or

the desizn of relatively light weight, moderate comple::ity and lovy cost, field type airborne and ground based
phased array antenna systems in the frequency range of S through X-banm. Additional wurk u 1 on uuerl-.Gi a.;
on critical components such as phase shifter and radiator elementb permit the extension of sinilar desa.gn techniques
over the frequency range of L through K-band. An important part of the program wits the attainment of an optimum
design in edch frequency band from the point of vifew of performance, efficiency, size and wc!ght. Although the
specified power level for these antennas was moderate, similar designs can be used for power levels as high as an
order of magnitude greater. The antenna perrormance achieved in terms of sidelobe level and beam pointing and
tracking accuracy is in general greater than is attainab!e with conventioral parabolic dish antenna systems. The
electronic beam control system developed during this program is an extremely versatile unit which is capable of
controlling two general classes of phased array antennas, namely, ferrite scar.ned or di(,de scanred systems.
Based on the results achieved during this program, it may be expected that anten-.as similar to those developed
here could l-e placed into early operational use as part of field t:,pe airborne and ground based radar systems.

x
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SORMAIRE

Pour obtenfr un grand pouvoir ~sdparateur en distance. un radur dolt &iettre un spectre da frhquence trba
large. Par contre, lea technique., ciassiquea dlacquisition do cible et doexploitation dos a..gnaux d'4cartcudtrie
(diatamca et angles) a'accomodont mal do Ia tr~ia grande bande pasaante des signaux requa ou dez Laibles durdee
Pimpulsions cocprizdes correapondant au grand pouvoir adparateur en distance r'o,:horchd.

P'our palloer coa inconvdnients. tine certaine compres,-ioz de Pnde paasante, meagr6 uno dilatation corrd-
lative do 1 'dcholle des temps, sez-ble hautomnet so-ahaitahle au vours du traitc-aent du sigral avant non exploi-
tation, pour on tirer lea sigawlx d'6c oadtomtie utilisablos. Un tol trz.xter.cent eat po.asible dens =n radar do
pour-suite pour 1equel Vs asignau~x exploitda no correspondent qu'h =ie faiZle portion de la r4currence radar.

On envisage donc: tne telle forme de traiteneat du signal, dana lequel on fait sappel h la fois aizx
* techniques d3 corrdlation et cOe conpresaion d'impulsion, pouar dater un raaar do pcurouite d-An grand pouvoir

adparateur an distance, correo-vada~nt hk an spectre do piusiours dizaanen do hegahertrt, exploitd sous forme
d'ispulsiona de etuelquea ftz-aas (au lieu do centl~mes) do Hicroseconde3. Coci perr-et d'einviaager tin pouuir

* edpserateur on distance de quelqueA~ mt-trea, exploitta2. avec: des circuits videofrdquencen r-adar classiques.

1. iiArODuCTION.

Pour cobtenir tin grand pouvoir adparateur ena distanne, tin radar doit dnettre -an *spctre do frdquenco tr~a
large. Llezploi d'ane modulation do frtiquence h llintdrieur duane impulsion d'dmission do durde r*lativsm-Mt
grand. pour obtenir- do larges spectres Io frdquencte est h 1 'heure actuelle tine technique radar largement
rdpandue et lea diversev fapons d'exploiter une tel~ls forme do signal h la rdception ont 6ti largement d~critea
pocr rdalizer ce qu'il ect convanu d'appellor !a compr-ession d'impulsion.

En pratiqia, il exinte dean grandea nmithodes possioles pouvant servir do base h la rdalisation d'un
rdceptesir radar:

- Il'aplo±i 'iun cfurr~lateur off e-tuaznt Is corrdlation du signal requ w~ee an signal idonti',e au signal

&nis et convenablement .-etardd dana 1e temps, et

- 1'empleci d'un filtre rMapt6 au signal &ais.

Chacune des deux odthodes oat actuellonoent bien connuet -.inssi quo leur ravantages et incewvdnients
respectift.

L'emplai sia-u7tann6 des deux mdthodes offre des partictdearit46a 2ntdreasantes notammeat dana le domains
des radars de pourairite i graid pcuvoir atiparat eur en distance ainsi que nous allonja le mortrer en dkcriv~nt.
7k titre "exewple, awn 6tuds do recherchie effectude on France h Isa THIOSSON - CF

2. PRINCIPE DE MMCTOM"M'~2T.

11 rtesce easentiollement sumI leboix d 'tn sir2l is patr io radar, avoc des carac' rin tiquoa vernet-
tant tin grana pouvoir t~dparateur en distance, qui Vpuaese 8tre trait6 h le mdc~ption doe fagon efficioVkte.

2.1. Signal -k-ia(Pgi)

Le radar dmet an signal do durde aszez gmande TzE (do 1 ordre do Ia dizaine do =icrosecondes), Ia
fr6quonce d 'daissIon vari.ant lin~airement pendlant Ila durde d '6mission entre lea friquencea F, - ýE et F, +AV

Feat grand ot correspond sit pouvoir siparstour on dilatence recherch4 do l'ordro do quolquet disaines do

Xtoaboertz pour an pouvoir adnarateur de quelcues =btrea). Le produit TB A? F t grand (do I 'ordre de j;lusietws
centa~nea) do akme quo Ia pen~e do codulati.un do frdquence ýý- (do 1 ordre do plusieurs llegthei'tz par =icro-
socriade). T

2.21. Signal regu-tmaitement it Ia rdcoption.

Apsr~a mlfexion sun tne clible, 10 aignal requ eat trbs samblablbe au stgnal &cls (h 1 'attdirratioju et h
I .ffet Doppler pr~a). Le signal requ sera trait6 on deux dtapea successives

-Une corrdlation im-parfaite,

-Uno compression d'Impulalon par dizpemnior. danaj un filtre adaptd au risultat. de I& corrdlatioza
partielle.
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Ls corlto lfetehIsieVnsga 'silt localo approprl.4.rdplique pcrtialledu
signal &~is, zcnwenabieonnt rotaridA dans le toops. Un Cac-illatour local dtk1onch4 ^v',c un certain retard TD par

raport ilaassongdn&kre un aignal do dud &,spr~r F tdnt1 ~iuaevrelnarsn
pen an durds 7R ozntre les frrquencoa PR -AE' at %R +AfE .LFesat supdriour h AF at voisix, maý non

6glkA- anit F K S F TrTx M~3 (i

La pent. do moduzlation do freqqtonce du signta dloacillaticn locale oat L? = K a-E7
TR TIj:

La ddcodulat:oaz du signal regu par le signal dloscillatiou locale fournit (pour matant quC le alaal
regu exist. ontre los instrrto TD et TD + TR) tin siganal do du~rfe TjS et dont I& friquoeca varie lindsiramntt
pendant cot t* dur6o er%'tre 103 frdquences PI - 41F" ot Yi + AE' . La pan%* do atodulation. do frtiquenwo du signal

t7-u~ a pour valour absolue Is diffdronco dea puntts do modulation sntre 10 signal 6wis ott le si90011
d'o--cillat h locale Soit.

w"t OAK= AT KLI

Cetto pont. eat positive ott negativo selon q'o is oR at infdrieur ott aupirdieur a FE.

Si I* signal d'osccllazion locale itait une ripliqtue exact*T(au lieu do partiolle) dui signal 4zia,
c at-&-dir* ci on avait X = I ott ca qui revient aut xae 6~F &F ,,I 1 rdmUitat do I& d~modul~ation du *ignal
regu par I oscillation loc~la cerait tin signal do durd.* Tg (cans no~ilation do frdquenco -!e la porteuse cwit

A? O. 0' I1a frdquonce PI. Dama l* cam do Is corrdlation parfaits cii total. cleat I& friquenco portetwe F
dis signal do dur~e T* qucontient ilinformation d 'dcartodtr1is tomporeile ott en d~istazct. Four tine distance
is cible ioho+ on ai FIE -PRI tandis qtapour wasdistance do cible D -Do +PD on a

P1 = -F~ ~~fLD ~l . o faor. nalWu2 dame 16 cas do la corrdlation inparfaito cleat lafdqec
addisan dui signal r ulant do in corrdlation partiel!* qui contaent l'infronAtion ddicartcxadtrio tomporell*.
I. =tn diatance do cabLe Do cow--vapond two frdquence mddians Fr = I E- FR Iet h la. distance do cible
D . D 0.1 AD correspond l& frdquence aodiane PI j = F q - K4P.

2.2.2. Conpression d'izpulaion. (Fig.3)

La *igzal partiellemont 'eorrelld rsualtant ds 1.4 d~modulatioa dui signal regu par Ie signal d'cocil-
lation local& wibit us filtrage cohiront dens un rdotaa digjpersif dont l~a caractdristique tamps de propagation
en fonction do Is. frdquonceA =a n ponts do valour tbaolue 4gals h Is, panze do modulation do frdquonce dui
signal pcrtiolloment corr@116 mais do sons oppoad. Atatroeawt dit 1. rdwtuaa disperwif comprine do fagm adoptdo
1. signal parz~ieUlament correI16 et coct soas forcs d 'in signal do dur40 approxinativment Jgal & l'unireea do

* 4yD(soit de Ilordre do -- I- ) poaitionnd h un certain t3aps TC tel quo:

oTc= TD ilk +To, * 3D ---
z C I-K

To itant Ie temps de propagation du rdcocu dispersif pour l& frdquence Fit- Dians lopiration do compro-
ascin d'iapuicion 1ldcartomitrie temporelle do ciblo dont 1 izui~orat.Lon dltait coatenno das I& ft~quonce
midione dut signal pacýt~sllemcn-t corr*lid eat rodevoniag une information tonpor~leo sous is form* d'.m retard pour
lequia w~utafois 1s factour do proporttionaliti avec lea diatances n'eat plus dound par I& viteass C do propa-
gation dos ondes 4loctronagcdtiquss maim par cette vitosso aultiplide par i:A , sonaibiement dglkI - K.

K
2.1 .Interprdtation dui rtisultat du traitemcnt du signal.

lious avnns vu qu'h is sortie du rdcoptour loa slgasai provomant d'kAcb)Ldo cibloc cp-traissent sous
foms d 2apulsiona de largleur - at quo doux cibles distizctes sdpardea an distance do A D apparaiesuet
souc forae do deux anpulsioas ~ sAnte, do - an 'C- . On pout dowier do ce rtaultat divorces interprdtationA
4quivalentes permcttant do nioux unAisi li atdrlt do La eombinaiaon rdialtaade de 1.- corrdlation avoc Ia
cwprecsion dis-puision.

Unao presibre ýntiaprhtatiwn tird. directement dut facteur de y-raportionalit6 ontro lea distances. ct lea
r~ttards substitu a hla viteolse de propagation des ondon dlectrp..±agndtique tine vittosse do propagation fictive

.ois plus patite d-o,: poncXtAlit4 d'ezpioiter tin pouvoixr sdparatour an diatan.co doond ame dos cir-nito
d3 hsnds passanto riduite dens loi zgmoa proportions.

Uno aeccade interpr4tat-on rtsvient a consaidrer uno comprgsr;Aon d impulalon rarimAlf do taux do coo-
presnion TI; -A? suivi d *we dilatation do 1'cbA dos tomps dc -,K. foic tozze si on await utilted use

loupe" do grossiadenelint r. - " po-Ar obmnorvr- lea &igamwx sun unoacilloscops. Cotta derniire interprd..
tat ion do la dilatation de ). dcblie des tamps implique tins consdquence importante peon Ise tra:tomont du signa
r*,u en "teepa rdal" :en affet s1 le gro~ssassmet eat do CA on no pout 1 'effeetwne~n to"p rdal quOa nanxinu
sun i. do Ia risidence radar. Coci exclut lPapplication d'tzn tel traitenent pour un radar do veillo ott do
survaiilanuae =sai a'appiaquc gdneraiemoent bien au cas dua radar do pcunsuit* pcour lequel lts signaux expioitdo
no correwpcndent qu'k une fz-tfble fraction do is pdriode do rdcmzrrenc~a.
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L'application ii un radar do pourjoite de traitemant du signal decrit pormot (gr.Ace la i compression do
bends passante corrdlatiie h one di~atatioa pcoasible do i'dckhslle des tempsounir one paetio do It pdriode do
rdcorrance) d~utiliaer des circuits video radar classiquos pour* Pacquisition do cible3 et 1'dcartomdtrio appli-Iqude hi den radars ht grand pouvoir sdparateur ec. distance.

2.4. Limitations du vrocaddd

Outre I& limitation d6jL citde de Ilemploi h un radar de vourou4 te so dlatterriaaago. la n4ceasiti
d'effoctuer corroatement la cairdlation imparfaite et Is compression dlimpulsion poor des cibies situasa dana
on c~--taiAn domaine spatial d'dtendue non aulle applique certaines c~ontrainteoflimitations d'Drdre te-chnoiogiqus.

Nous Lucas d43ib signadd quo !a durd. TA do l'osciilateur local devait 8tre supdrieuro h la durdo TE du
al nal ftis, la quantit6 (T -'I TE) ddfinit la profondeor do la zone dame laquelle peuvont so 3itizor lee
ciules. .-wur pouvoir exploiter enti~srement cotta zone il faut encore quo le rdseau diaperaif offectuant Lak
compression dlimpulsion sit one bande passante suffteante : a valowar mninmale ds cotte bande par.Eants eat do

Ta.

La traitezent eu signal h ls r4ception slaifoctuant on deux dtapes dont la dernibr', consists an one
cnxpression d'impulsizan par on rdsena. ispersif il importe pour que cette derniere opiration s'effectue dunzs des
conditions satisfaias3ntes; quo Ie twax do 'coapreaston (I - K) TE AiF soit suffisarnent dleve ce qui impliqus
h la ioin TE pas t.op faible, si Von no veot pas avoir tine ir-pulsion comprirdo trop btrZavo at (I - F1 aF
suffisamo-ent gra,.d via 4 via de l'inorso do Ti. Ceci 3our limiter lo grossissement 4, = K_ it #,Lie raleur pas
trcp 4levde. -

De tOUte3 fugons cen diverses limitations thdoriques imposent des contraintes danr le choix des divers
parsmbtrer dluie rdalisation particulibre et font apparaltre Is ndcoasst4 do la recherche dit meilleur compromia
pour cba-que application particulit.re envisagde.

Enfin, outre lea limitations thdoriquos citdes, certains des problhmes li~a a on grand pouvoir adparateour
on distance reateit entiors en ce qui concern. lea limizations tebcnologiquesaet l'-s imporfoctiona do readies-
tion. A ce titre -,ous no citerons qno ;e plua important h savoir is rdduction des "jitters" dana taos lea gin6-
rateura de base do tomps et do tdldndtrie.

3. REALISATION LTF 14ISE Ell OLV-.*H1E DU PROCnED.

Afin do mettre an oeuvre lea pr"incies prkcddament ddcrits; il a 6-.4 r4alisd onG =aquetto destinde ti
Stro anso--o 6 o n radar dont Ia partie 6--isaion. tfte HFF et adrien prdnente uno banae passsant3 dnacatatfnnde
soi'fiaanto. Cotte maquette comporte (Fig.4) on gdndrateur de signal d'&-ision, on gdndrateur do si.gnal d'oscil-
lation locale, on rdcepteur ht corrilation imparfaite. on ensemble do compression d'impulri~ns et use t6d! ktrie.

Lea parambtres roteinia pour la maquatto do miseoen oeuv:.v sont rdsu=6s dans le tableau i

3.1. Gdndrateurs ie signal d'dmissicu et dlosciflation locale.

La giindraticn du signal d'dmAsi~ou et donc.x1atien locale eat du t5ype actif et fait appel ai on montage
original qu:A con~hre ht ±'onneable one trds grand* acuplesse permottant do faire varier dane certaines un~itej
loa paraadtroa do signal &nis.

Chacun der. doux gdndratours eat b-ad nor le mfze prinacipe seuls certaisna parambtres one des valeur3
diffdresxtes, nour no ddcrivom socmafremeait quo le O~n4rateur de aigr~al d 16mission. 11 eat coflati-Od pý.r on
gdndrateur do friquenre en marche deascalier hL co~ande digital. le1 saut do fr~quence Ldlentairc cct de AL'
*t on sait do frdquence do AE inter-we-ant tous les 1JTX

32 3
Dsa~ Iso pasa6 dc toel gftdrateurs de :'riquence en marcho d~eacalier ont 6te r&-1-adn u'r co~utaz~on

dloscillateurs ayncbrnnisdis par a±n standard do fr6equence at ont toujour3 dcnnd lieu a des d;.f*i,;uit~s lides aux
discontinintdn do ,Dhane '-Ora dn commutations do froj~ueace.

Noun avons ddlib&rdezst choisi un-- approcOe diffdrente (Fig.5). Nous aot~es partis do 5 oscillateurs
comaandd pouvamt chacun prondre 1cc dr, frdquencea (F. -t f , , ) =prenant lea valeuxs 1, 2,

3, ot 5 I~ nat o fdqence do q~'t obtest. on ýranchant oti non en par-allik'e our le circu, t oscil lant.
do l'oscillateur one rdactance assorvxo dc Crandeur appropride, le tranchemet.t %Ieffectuant patr to-ande d:13--
tale k l1'aide dos bits aucceasifs d'un cooptiur binaire it 5 dtags3.

Lee sortitms des cA'nq oscillateurs controiLds sont ajcutd~s easuite dana tine chalze do transposition do
frdouemcoe classique do zyp? do cellos utilisdes donsn lea synthditiseurs do fredquernce.

iMoyennant certaines pz-dcautionsa= sle brauchonont des r'~actances sasservies nc s w-rona zu fairs dlspa-
raitre lea discontimuitha do pbane lora des comutations do friquence. Par .ontre noos '%.ors 4chang-S in stabzlit4
do frdquenco d 'oniliateurc 3yncitroniada par on standard cie f~rdqience contre ia atabllit4 intrienn;que d cacil-
latwi~ra non syncbroniads. Voun avons pu lever cot nconvdnient on effectuant tin aszer.'issemont aur li;s valuvr~s
d*S rdactances on utilisant o-n C.A.F. ?k ligne !L retar4l avec batteonent do frdquence et distriminateur do fr6-
qoeace (Fig.6) pour controler lea sauta do frdquonce -~.Il a mAme 61.4 poss-,ble d'utiliaur en temps partage
on aou: discriminateur de frdq'Luenca vonant sdquentiellfenent controlor at ab-ervir los diffdrenta srute de
frdquence AF ot csci en debors des instants d'&miasion.



dans on montad* o)zk6rique. La disou dua rat-e uia*oetobm ncnrar Igizdstranise-

La ig 8monralhrj3aliaatior l coc1iatour con~indh.

znroouuath let . .n pout vwor quo ion instants dtt comnutation d'O.chulons do frdquenc. 4V. sont
ao~nsz-d~s pW one bro e, n fuissnt varier la frdquonce do 1bhrloge du coeptour linaire it 5 dt!4*3 il eat
possible do fairs varlor la pent. do la modulattion *dr frdquiinco eanr fairs varier loexcursioax do fr~qusace Af
Ra~in uzna 1eclwion do Iftreotr variab1ik pornot de reglor le durde d'6cia-don .Iusqulh 32 rnas d'horloge du comptear

3.2. Udceptrur at -orr~1ation in-paxfaite et cozpre,-sion d'implusion. (Fig. 9)

Le. rdceptour Lompreor4 on pr4amplif'-cateur. un =41laugour do aignal %i'oscillation locale, tin smplifetcatur
do frdqu~nco interzkdlairo, tin rdaesu 'Iisparstf de compres.-ion d'lzmpulsion. uri d6tectoiw d'enveloppe et un filtre
p~aso bas in id~oordquonce.

Lo. prdamplificatour comport.' tin filtre accordd stir Is frdquanre do r4ception dtnt l~a caractdriatique
do transfert &asplitude frdquemnco pereo: d'of:octuer une porid~ration en anplitude dti signal roj~u. Pour ce fairs
on profits do ce quo le produit ZF AiF eat grand pour effectuor une ponddration xpliltude fr~qisenuo qui. du fait
do lo loi do variation lia~iin~x du aig's 603 it do la roctangularitd du spectre treumnis, eat 4quivalont
uon pond~ration npilltuda ten-ps.

utr I* sigual requ sans. pozndird. lo =dlangeur de signal d'oacillation local ofectut 14 corrClatiofl
iparfaite ot trazzfermot la poaddration amiplitude friquance on tine ponddration amplitudo temps twz~ on off#c--
tuant un. transpositiont or frdquonce dui signal rour l'aaswir (on frdquence intore~dialroJ dwsa!a band* psasaitte
du rdseau diapersif.

Lo rhasau disporsif eat dui -YPi -. COnStant@3 r~partios et utilis. dos ordca do surface do Hailoigh our
tin barroati Oe quartz iovOtu dl'on transductri'r diaporsi.

Afin .1'obtenir un doz-aine -As distance saiff-ant dos cities tout on eyant des rdbeauxx dispersifs r~ali--
sables xi ost posaible d 'utilisor do. conbizanisons s~4rie cii paraliphie do plusiours rdsesux diap-drsif.. En '.aic
nuau avons travaill4 3oit avec: un rool rdaeau disporsif dans tine zone de distanis.. droite soit ayac doux risooaox
dksperaifs on mantaize par .1 iol por tine zone do distarco plus profoude.

Aprbs dispersion lea imnpullsions comprlzdes sont ddtectdges par tin ddtectour dlenveolppe ht large tand* ot
!a baal* passant video frdquenco eat rdduite ht environ =Fi(-x),AF, valcur ruffisante ]powr extraire lea
aignaux d'dcartomhtri4. distance.

Dons 10 czs d'u~o exploitation unnoptda*e dui radar do pouraulte lea voles dcart sito ot dcae. gisement
sorant trid tdes en zaral Ibie de aq-=n analogue en co qui concerns la corrdlation impafaita, IlIdcartomite-o
snpulaire dtant slort trait-doe asinltauinont avec I& compression d'impalsion to ftqou ciassaque.

La tdltmktrio assurant lot regard au declonchoment de Is gdnoration du signal d'oecillation locale en
fonction do iia distance de la cible pourwuivivl a 6th rialiade en toec iuo digitale ce qui a pormis do rdduirz
au minim=~ lea probliaes -to jitter sits grsaldog distances coci ati prix d'uno quantificat-Ion eni distance qui a
Wt liaitd u us nittre soit environ le quart du poluvoir aiparateur on distamceo.

4. RESULTATS EXDIXUTARi.

Une sdrie d'erpiriences a 6td effectutid sur l~a naquette ria~lade pou= ,drifltr la vbliditd do, procddd
ddcrit. Lea rdmiltats do cee expirleacca *out illuatris pa lea oscijllogri.s do aigauxt I. l~a Fig. 10. Los
dil1is do pabltcation dos "pri prints" nois ont obligd h prdsantor lea zout-es; prwmikrss pkhotographiss mettart
en Avidencc certaina dif&.its qui ont 6t4 ccarrigds dopuI2.

La Fig. 10 a prdo*ente 10 signal d'* ziiosson ott Jzinlsion primai~re qui dure 10 pt sec. molt 5 ca; stir i
balmpago do 2 miorosatcondes / cL rftlevi ati 'rktrc-ýx 585. La for,-* trafdzcldale do l'lipuolson risulte, do l~a
courtF6 do ripcnae do iloailloscope qui cbjate avoc l~a friqe=-! fz-..r- 70 at 110 PHZI.

La Fig. :0 b prisonto e 10a'"' apiijs corrilation 4sparfaite on pout notoar Is. ponidratir i d'eaplltud*
obtazue par is :ourbe do reponse dui prdaaplificateur,

La Fig. 10 c rsprisont:' une Iqiulabon on sortie dui milieu disperall do cospr~amaos d'lapulsion. Sir le
balajyege a 0,5 wimorecondo / cc on peout osurter tine !argour d'impialtion & 3 D~ dea G.25 aicroseconde (0,5 ca)
corr~spondsaa & & 7" 4 MHz.* Lea lobes lat-drauz oa~t asses agavils ef. as 2ituent 7ers -16 dB coci eat dl: par-
tionsmant k ame poncdir.tios diazytdirique 6t U6d410Cont 1.nSUffiWOUt (cf 3& Fig 10 b) usia umiai at surt-out
la modulation do frdqufa eo n, aarche dlvocala-r ot it des distorsions do pha&e ml cospaa~ede dana Ui LhaW= do
cotbinaiaon d"~ oacillatevr-a contralie.

La Fig 10 d rep:rientet Ia sortie du milieu dispersit do zospresslos d'lmpulalon on prdesuce des icbass
dc doux: ciblos ;or~ctacll~ee si 'ze par 4 a 50 et dont lI& prodhre ent 1k10 43 an 4essoqes do Ua second$ cool
a perats do vdrlftis le poi.tir adparateur de. 4 xbtres prrvuas.
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!D~j C0 -- z' h
1 n±te !a PrvS-4AAý!ta Maisi pottrdeux cibles distantea de 13 m 30 Ia 34paration

compukte do* cittlsa eat netteaent apparenta. at Is exossisauaent a pit Witr nesvi.$r our Fig. 10 e lee deux ciolec

"eat diata&%*# do 1.5 cm aoit 0,75 11 sec. et Is gfossissament eat de

2,2.22 x 5 11--L5 =10,9 qul. correspond bien ha 11 du tableaw I dams le ca du foactionnement
10,3 10,3

Za K > I. (K . t,10).

Les Figures 10 c ha 10 it font dgale~met bien apparaltre sous forne d'un liger flou lea difficultdo dues
hun idger jitter do& eases de te-'ns iui deviant visible du fait du grossissaernnt ae ii1. Ce jitter a depuis A6t

corrig4 par lemploi d~une tdlix'4trie digitase.s

5. DISCUSSION DES RES1JLTV1S EW CONCLUSIONS,

L'emploi combind des tec~aiques de corr4lation et de compression d'lipulsion poux I. traitement d'un
si&-ma1 & lares spectre noduld linbairement en frdquencc' nacesa--dr6 pour obtenir d'un r-adar it grand pouvoir
adparateui- en distance s'eat rd-Mld trbe prometteur dons le cas d'un rau.'.r do poursuine dont lea slgaaux d'errear
peuvent 4tre diabords ha partir do circuitfa vide.' k largeur de bonds clas ique de quelcuos ý'tegaliertz seulament.

La thiorie a pa Gtre vdrifide ezpdrimentalement et on a pa nattre en 4,,idence la dilatation de l'dcholle
des tapsp uml-WIr&I a n grossio~ament qui accompagne la rdduction de bende passanto des aignaux video.

Los premiers rdsultats ont mi tin 4yidence lea limitations tochnologlques du 3sytkasat qui ont ndceaaitii
des efforts h Ia fois dane Is domains de Is r~ddttion des jitters et dans celui do Ia correctiocn des ddfauts do
phaneo daua lee diversee parties do la maquette. Lpr"s correction de coa divorsea i:.porfactions hI phase suivante
do 11"oai doit consist*.- h monter l'ensemble du disaysitif sur un radar existant en vue de fa%:re des erpoiriencea
en vraif grattilor ear Ie terrain.

Les ddveloppeoaents futurs du proc~dd d~crit doivent perrnettre dl'adliorer sensiblanent lea performancea
des radars do poursuitta k grand pouvoir adparateur en distance.
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Lea auteurs tiennent ZA ramercier lea membres do hI Division Aadar de la Thon-or. CSF et plua particu-
liiarement H. H. 'arpentiar Directeur Tcnqepo'ir lea encouragements et I 'assistance qui leur ont A4t
apportes au coura de P'EWu!& qui vieri. d'Gtre prdaenti.

La recherche ici rapporrtd* et son d6,teloppements 3ont actadilftent partielle~ent supportda par !a, D41d-
gation Kinist6riollo pour 1 'Arc~ment - Direction dea ziecherches et l'oyers d'Essaia.
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TABLEAU I PARAMETRES DE LA MAQUETTE

EMISS!ON

Duree d'impulsion: TE 10 Psec

Excursion ce Fr6quence: AF 40 MHz

OSCILLATION LOCALE ET CORRELATION

Excursion de Frequence

initiale: &F' 52 MHz

Residuelle: AF* 4 MHz

Dijr~e d'O.L.: TR1 11,8 tasec TR2 14,4 psec

COMPRESSION D IMPULSION

Dur~e d'impulsion

;nitiale: TE 10 psec

Finale: Z.• 0,25 pseTc

Taux de compression: TEAF#

COEFFICIENTS

De corr6lation: KI 1,100 K2 0,903
De modulation: i1-Ki1 0,100 1-K2 0,097

Grossissement: G1 11 G2 9,3

Pouvoir s6parateur

En temps: -25 nec

En distance: 3,7-5 m



LOW DISTORTION DISPERS!VE NETWORKS FOR

WIDEBAND SIGNAL PROCESSING SYSTEMS

by

F. G. Herring, P.M. Krencik and A. J. Axe!

Hazeltine Corporation
Little Neck, New York, USA



23-1

LOW DISTORTION DISPERSIVE NETWORKS FOR

F. G. Herring, P. M. Krencik and A. J. Axel

Hazeltine Corporation
Little Neck, New York, U. S. A.

SUMMARY

This paper describes the synthesis, design, and implementation of wideband, low distortion,
lumped and distributed constant, dispersive networks. These networks are important in modern sig-
nal processing systems to implement (radar) pulse expansion and compression, instantaneous spec-
trum analysis (real-time Fourier transformer), antenna beam steering and electronically variable
delays.

Three types of dispersive networks, designated as Type I, II and 11, are described. Each type
was developed to satisfy an operational requirement; together, the three types permit the realization of
a wide range of dispersive characteristics. Measured amplitude and phase data are presented for each
type, and oscilloscopa photographs are shown which demonstrate the network performance in a (pulse
compression) system application.

[ 1. INTRODUCTION

This paper is concerned with the realization of lumped and distributed constant d'spersive net-
works. These networks are useful in modern signal processing systems to implement (radar) pulse ex-
pansion and compression, instantaneous spectrum analysis (real-time Fourier transformer), antenna
time-delay beam steering and electronically variable delays. Three types of dispersive networks, des-
ignated as Typa ", H and II, are described.

The Type I network was originally developed to implement the dsspersiv'- function for high band-
width-time product systems. The network has subsequerdy been uaed in several instrumentation radars
fcr pulse expansion, compression and for instantaneous spectrum analysis. These applications require
the sta.dard deviation of the residual phase and amplitude errors to be in the order of 1.0 degrees and

S0.2 dB. These errors are commensurate with a -40 dB time sidelobe level

The network synthesis techniques are described and theoretical error curves presented. The
second-order bridged-tee network to described; this network includes a first-order correction for all
major parasitic e!emerzs to obtain a theoretically all-pass characteristic. This correction is respon-
sible for the low phase distortion obtained. Measured amplitudc a,.d pease data are presented for six
networks, each having a banda'idth-time product of 264. Fourier analysis of the phase and amplitude
errors are shown to predict a paired-echo sidelobe level below 40 dB.

The Type I network is particularly applicable to large, ground based, instrumentation-type
radar systems in which netvwork size and initial cost are subservient to etectrimal performance and re- -
liability. The network is us.1ul for dispersive bandwidths up to about 25 or 30 MHz and bandwidth-
time products up to several thousand. Oseilloscope photographs are shown which demonstrate the per-
formance of the Type I network in several pulse compression systems.

The Type H network was developed as part of an in-house IR and D program to satisfy tVe
need for a low cost, minimum-rolume dispersive network. It is useful for compression ratios up
to several hundred and for dispersive bandwidths up to about 100 MHz. The Type 11 dispersive net-
"work is realized b7 the application of microelectronic techniques to a lumped-constant first-order
bridged-tee. The use of these techniques has resulted in a significant size reduction and an increase
in the attainable dispersive bandwidth, The fabrication and alignment processes and methods are de-
scribed; performance data is given for represent.ative networks.

The Type Ill network is the microwave distributed constant equivalent of the Type II lumped-
constant all-pass network. This network consists of a cascade of shorted, quarter-wave, coupled-
transmission lines. The coupled-line cascade is realized in dielectric stripline. Each line in the
cascade has identical dimensions (except for length) and a multiplicity of lines are contained on a
single printed circuit board. The simplicity of this construction results in a highly reproducible,
low cost dispersive network. The device is useful to synthesize dispersive bandwidths up to several
ggaheriz.

The methods which were developed to synthesize, design and construct the dispersive networks
using quarter-wave lines are described. Design examples are given for several fractional bandwidths.
These basic designs can be frequency-scaled to obtain bandwidths from 100 to 2000 MHz and cascaded
to achieve compression ratios of several hundred.
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T'we three types of networks are sulbsequently described izf d&:ll and ---ur. -erftrmance
- ta prest:tted. Prior to this descriptioi,, however, some useful concepts and techniques concerned
with himped Ind distributed constant dispersive network synthesis are presented in Part 2 below.

2. DISPERSIVE NETWORK SYNTHESIS CONSDERATIONS

A tascaie of all-pass bridged-tee networks can be used to synthesize any reasonable disper-
slot t.oaracteristic. Tite number of bridged-tees required is determined by the delay area to be filled,
the c.aximura delay slope required, the permissible ripple of the delay characteristic, and the frac-
tional bandwidth of the network. For most dispersive networks, tlie delay area (which is proportio-
to the bandwidth-time product) and the fractional bandwidth of the network are the governing considera
lions. Specific synthesis procedures are available in the literature r 11 ( 2( .

All-pass networks are cl'aracterized by a constant (frequency- independent) Fnd real charac-
teristic impedance. This property prescribes that the ttal time delay of the cascaded network must
be equal tG the sum of the time delays of each bridged-tee section in the cascade. The time delay con-
tributed by each bridged-tee depends only on the location of the poles and zeros of the network transfer
function. Thus, the problem of synthesizing the dispersive characberistic may be viewed as that of
locating, in the complex-frequeP:y plane, a sultable distribution of pole-zero pairs. In general, this
distribution will have a density which is proportional to the desired time delay.

The pole-zero location in the complex-frequenzy plane of a band-pass, first-order, bridged-
tee network is shown in Fig. 1(b). In addition to conjugate symmetry, the constellation also has sym-
metry about the jw -axis for the lossless case. Figure I (a) shows the lattice and the equivaleit un-
balanced form of the lattice (bridged-tee) all-pass network which will realize this pole-zero config-
uration. The network time delay, which is the derivati7e of the transfer phase characteristic, is
given by:

td• () ;,w W - W ( W + W aI

where

C and w are the real and imaginary parts of the root locations in radians per second.

The second term in the e-xperslon is the delay contribution of the negative half-plane pole-
zero pair and can usually be neglected.

The location of the pole-zero constellation La the s-plane determines the shape of the time de-
lay characterlstc-. Poles and zeros which are in the vicinity of the jw-axis exhibit delay chanacteris-
tics which have steep slopes and high peak values of time delay at w = w,; conversely, largi values of
a produce a characteristic which is broad and has a low peak value at . This e~lect is iihlstrated

the curves piotted in Fig. 2.

The maximum value of the time e .lay iunction is 2/a . The area under the delay curve is 2v
radians and is independent of the pole-zero location. (The are& under the lime delay versus cyclic
frequency curve is thus, unity.) This relationshlp is important because it specifies the complexity of
the bridged-ter cascade requtred to syniheO7,e a time response having a prescribed bandwidth-time
product. Specifically, for a linear dispeýoa-n-, the number of bridged-tees required cannot, theoret-
ically, be less than one-half of the bandwidth-time product.

2. 1 Selection of a Root Contour

The first step in the synthesis problem is the selection of a root contour in the complex fre-
e-.iercy plane for the cascaded network. Once the root contour has been selected, the poles and zeros
of each bridged-tee section in the cascade are constrained to points which lie on this contour. For a
small sacrifice in flexibility, the root contour method permits an orderly, iterative procedure to be
used to determine the network pole-zero locations.

A logical root contour is the constant-Q contour shown In Fig. 1 (c). This contour results in
a constant ratio of wi to ci. The network Q, Qn' is defined as,

Qn = 2w i AW =W /i
where w i is th.? radian frequency at which the delay curve peaks and Aw is the bandwidth at which the
tine delay is down by 504 from the peak. value. The selection of this contour has the following two ad-
vantages:

(1) For constant (frequency-independent) component Q's, the percent error in peak time delay
due to the finite component Q is a constant.

(2) The L and C component values vary as 1/f. (This situation may be compared to that
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reselting from the selection of a -onstant signma ( I) contour in which two components rmmalm fixed and two
vary as i/0 .)

The selection of the value of Q is an Important consideration. Gnnerally. a higi value is desir-
able because the dispersive bandwidth -fbthe networks in th, cascade is reditced and more oi the time-delay
area of the tee will be ceonta!ned in the baud of interest. Thus, the network efficiency is increased. How-
ever, several limitations e .st which restrict the extent to which Qn may be increased. One limitation
in the increase in peak (and rms) time delay error that occurs for an individual tee when the network coer-
ponent quality factor, Q, does not significantly exceed Qn. Figure 3 is a plot of this error as a function
of /Q_ for a matched source and load iAnpedance. The erro.r is not a simple inverse functicn and in-
creaseg rapidly as Q/Qn decreases. Figure 3 also shows the increase in the peak attentation of the tee
which is accompaaied by a corresponding increase in the input VSWR, Another lImitation is the imprac-
cical component values which result from a high Q . From an examination of the equations which deter-
mine the component values (Fig. 1(d)), the ratio olC•l to C2 and L2 to Li is seen to vary appropriately
as Qna .

2.2 Network Efficiency

A useful parameter in dispersive network synthesis is the network efficiency, 11. This efficiency

is the ratio (expret.sed in percent) of the minimum area (delay pedestal equals zero) inder the desired
delay function, T(f), to the number of bridged-tee networks, m, needed to synthesize T(f). Thus, if
T(f) is defined in the interval fi to f2, then:

17 (in percent)= T (f)di/m) 100

The network efficiency can only approach 100 percent in the limit, because a single bridged-tee network
can only contribute unit area when the delay curve is integrated from zero to infinite frequency.

The network efficiency which can be obtained in practice is a function of the fractional bandwidth
at which the aaynihesis iW performed and the Qn selected. The efficiency increases with an increase in
L.ach of these factors. The limitations on Qn have previously been defined. The maximum value of
fractional bandwidth is limited to about unity. The limitzticn is imposd by the requirement for sub-
sequent translation to a lower percent bandwidth in the transmitter or receiver signal processor. This
translation requires the selection of the desired sideband by a filter, and the order of the filter, for a
prescribed undesired sideband rejection, is determined by the fractional bandwidth of the spectrum prior
to translation. These filters must be delay eqjualized, and the complexity of the equalization becomes
excessive for the high order filters which accompany a high fractional bandwidth.

Typical values for network efficiency range from 30 to 60 percent.

2.3 Dispersive Subsection

A representative dispersive characteristic is shown !n Fig. 4. The timI JAay versus frequency
curve is characterized by the dispersive bandwidth, B, the dispersion, T, the network center frequency,
f , and the delay pedestal, t . The bandwidth-ti.e product of the network Is BT; this product may ravage
f•-n 20 to several thousoand 4 ith values of several hundred being particularly common. The minimum
area beneath the curve (for t = o) Is 0.5 * BT.

Since the bandwidth-time, product of the network is usually large, it is expedient to synthesize
a subsection having a lower BT product (but retaining the raquired bandwidth) and to then achieve the
total dippersion by a cascade of these subsections. The BT product of the subsection should be in the
range of 15 to 30 in order to secure the following advantages:

(1) The theoretical inter-tee time delay ripple will be neglig!ble even when many subsections
are cascaded.

(2) Some types of individual-tee time delay errors will have a tendency to cancel In particular,
those errors which are not associated with parasitic elements have a zero mean. and the major contri-
bution of the error occurs within a dispersive bandwidth, Aw. Thus, if the tee tuning frequencies, wi,
are closely spaced with respect to Aco, similar type errors will tend to cancel This closer spacing is
obtained as the BT product of the subsection increases-

2.4 Networ* Losses

Dissipative losses occur in the dispersive networks due to the finite component Q (primurtly
the coil) of the bridged-tee circuit. The dB magnitude of this loss is proportional to the frequency, the
time delay and the component Q. A ggod appro-imation to the dB los.4 in a dispersive network at a fre-
quency, f2 , for which a time delay, t1 , exists is:

Loss indB = 27.3. '1 i
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where hýit the shunt. or series co npontent Q (assumed equal) at f,.

___Both thedifferenitial ane absolute losses are important. Differential losses can usually 1e comn-

High absolute losses resuft in 'hi! dispersive network appearing as a band-reject filter. This effec-t
occurn because the time delay. etnd thus the loss, rapidly goes to zero outside of the band of interest.
Aedit~onal phase-equalized, band-pass, filters rnay be required to recover th~e signal-to (out-of-band)-
noise ratio.

The dissipative losses can be minimized by: (1) synthesizing the network at the highest praeuti-
cal fractional bandwidth, (2) synthesizing the delay characteristic with trte peak time delay at the low-
frequency end of the band, and (3) select iog high-Q compo'Qents.

3. TYPE 1. NETWORK

The Type I network is comprised of c cascade of lumped constant second-order bridged-tee
networks. This second-order network was origmaliy developed uider Air Force contract AF30 (602)-
2J06 with the Rome Air Deve-13pinent Center, Rome. N. Y. , to realize Pulse compressiora iaetworke having
near theoretical performance ior' bmndwidth-time products up to several thousand. it is suitable for dis-
persive bandwidths up to about 30 MHZt.

The first-order netw'~rk (prevIousiy showix in Figure i(a)) is tiseful to implement moderate com-
pression ratio (up to several hundred) pulse coniprtmssion systems. This network is less ,matsfaciory t0
implement high compression~ ratio (several thousand) systems fo~r several reasons. Tht- first Is the dele-
terious effect of the stray (parasitic) parameters. The major j-zrasitiC3 cor.sists of the stray capacity
across the two inductances (LI and L2) and the lead inductance of the two series capac~tors (Cl). These
parasitics cause perturbations Ln the time delay function; additionAl errors; will ax-ise when this network
is cascadedi, because the input Impedance Is not a constant resistance and reflections will occur. Those
effects are aggravzted in !he eynthesls of high compression ratio systems for the following two reasons:

(1) The permissible ne~twork time delay error for a prescribed distortion-echo level is a func-
tion only of the system bandw~fth. The de1a4 error, expressed "s a percent of the absclute delay, decr-
eases directly ab the compression ratio for bandwidth-t'Ime -,-'duct) increases.

()Thme network absolute and differential losses are proportional to the peak time delay (and
thus compression ratio) and to frequency. fri order to preclude lamge absolute and differential losses,
the designer it forced to increase the fractional bandwidthi of thfe network. High fractional bandwidths
actentute the deleterious effects of parasitic elsments.

3. Secomd-order (Compensated) Bridged-tee

The second-order bridged-tee network and pole-zero plot !s shown in Fig. 5. The inclusion of
three compensating inductances, designated as 1.2 and L.4, corrc-ct for the stray capacities, Cl and C3,
and the lead inductance of C2 and C4. This compensation restores the constant resistance characteristic
of the network and elmimnatex the time delay error due to these jparasuic sources. The coinspeuisaion
introduces an addtional poale-zero pair which is usually rewiovedi from the frequency band of interest.
The 1'ositlun of this pole-zero pair it; prescribed by the parastic elemelda and its eiffect on the in-bdad
dekay, 'Ithough smrnal, is known and may We included in the dispersive a, twork synthes is.

The values of the compensntlng inductances depend only on the rfitmrk impedance level and the
stray coil capacity. The values of the series ecompt-..rting Wadutpesý* w an the shunt compensating
inductance (LA) are given ty:

L.2 = (C ,)R 2 henries

L.4 = (C1lC3/4)R02 henries

Id the total capacity acrosi., each coil can be designed er adjusted to smo~e constant value, then
thme compensating bndactances will be the ssmne for afl! tees in the cascade,~ If the primary pole locationz

(wand a,,) ae specified and the valmes fOr -Cl, C3 and R are known, then the remnlning citcuit elements
(DI, C2, C4, and U3) and the location of the seoudary pAe-zero pair ire dtermined.

3.2 Implementation of Cecond-Order Te"

The second-order bridged-wee schematic is givest In Ffg. 6. Elemenst values are given in ihe
accoampanyina table for bridged-tee* tuned to 7, 18 and 27 Mlb. A trimmer capaitor Is used to set the
total Capacity in parallel witi each -oil to 6. 0u.-1 Thus, Cl, C3 and 14 and UA of Fig. 61 art the some
for- all tees in the casncade.

Thme Impedance level selected for the umetwork is 03 ohins. This Impidance is somewhat below
ihe Impedance for optimum cofi Q. However, the effect of Pit; y cs,..tity to ground, btkween and within
Phe bridged-tee network, Is redluced. In addition, 93 ohms is a standard c,.-axizl cable impedance and
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teinterconnection of the chassis which contain the tees is simplified. "Note: Highiir impedance levels
ahe -.snlr tke :_Iecc.)Teapug-~ anci- .;!

This coil, tcgether with the bridged-tee input and output stray capacity, forms a pi section that is matched
to the tee impedance. The value of the lcoaing coil was determined emperically by viewing the swept input
Impedance of a large number of cascaded tees and selecting a coil value which resulted in a minimum inpuit
vSwR.
3.2. 1 Series and Shunt Coil

Th6 performance of the comlensated bridged-tee network is largely determined by the character~-
istics of the series (LI) and shunt (W3) coils. The coil Q determines the network dissipative la-aaes and
effects the time delay error. The long term and temperature stability of 0ie network are also primarily
determined by the coil. The coil. developed Is shown in F'ig. ?~. The coire materi.-I is Siferrit K-12 which
is manufactured by Siemens-Hal~ke in Ge'.*many. The intri.-sic core permeability is 20 and the tempera-
ture coefficient is 0 to 200 ppm/-C. The core-is gapped tr an effective permeability of about 3 With a
resultant reduction in the temperature coefficient to 0 to 30p,-m!'C. Ali windings are cingle layer; optinium
Q is obtaizied with a space between adjiacent windings equal to the wire aize. The wire size is made as
large as possible within these constraints. Q valuea over 300 were obtamcdx up to 20 Milz.

The cull assembly is completely shielded by a drawn metal case. The assembly also contains a
piston triremer capacitor which Is used to adjust the coil shunt capacity to the design value of 6. 01.gf.
V.2.2 Crfastruction Details

A photograph of a representative bridged-tee assem~bly is shown in Fig. 8. The tee Is V" long,
3" wide and 2 1/2"' deep. The shunt and series cutis are mounted on the top side and the coil adjusting'slug.
Is accessible from this side. The two terminals of the coil extend thraugh a cut-out in tne support board

4 and are connected through supporting legs to a Y board assembly.
The Y board assembly is a glass-epoxy printed circuit board that contains the remaining compon-

* ents of the bridged-tee network. These components are the series (CM~ and shunt (C4) silvered-mica,
capacitors and the three compensating inductances (L2 and !A). The Y board Is a convenient sui~assembly
that is fabricated aid aligned prior to its assembly to the main board.
3.3 Ee'ror Analysis

An error analysis was performed on the second-order bridged-tee network. This --nalysis deter-
minei the time delay And input VSWR caused by the finite circuit Q and deviations of the prineary and corn-
pensatiag elements from the theoretical value. The time delay errors were calculated assuming tko tee to
be driven by a resistive source Impedance equal to 93 ohms. In addition, it was Rassumed that the series
and shunt inductances were tuned (after the circuric perturbation had been introduced) in a manner ider~tical
to that prescribed by the normal production-line tuning procedure. This tuning procedure results in the
series (Li) and shunt (U3) colls being detuned from the design value io compensate for the original erroz.
The proceaure mbimiz 35 the input VSWR and time delay error. Figure 9 shows the peak time delay er-
ror for a tee tuned to 18 MHz versull the percent error for Cl, C3, W. and LA4. Li and W. have been tuned
to rataimize the input VSWR while simultaneously obtaining the corremt pbase shift at the resonant- frequency
of the tee (:d MHz). These errors may be compaed to the finite 0 error of about 60 picoseconds for a
abant and seriercoll 0 of 250.

The effect of unequzl coil Q on the time delay error it; skown in Fig. 10. The errtor s.ýýrve has4 ~ evan symmetry and a zero mean error. Note the large ircrease in the error for the untqual Q case. To
avoid this large error, the shunt and series Q are set equal during the productioDn algament of the tee by

tselecting the Q-equalizzlng resistor (i~ee Fig. 6) which shunts L.3. -The equal Q c-nidstion is recognized
by observing the swept input impedance of the completed tee asse~ibly. T he input V.SWR has the Gamoeslape
as the delay error curve and the VSWR is P. minimum when the Q's are equal
3.4 Applications and Measured Electrical Performance

The second-cirder tee was used initially to implement two PC systems having compression ratios
& over 1000 and bandwidths of 0. 6 and 33 MHz. This original experimental work was spxmsored by ite Rome

Air Development Centtr, Rome, N. Y. Suzbsequently, this network was used to implement Ime pulse comn-
praession subaystems for the ALTAIR and ALCOR instrumentation radars on Kwaiaeie Atoll and the Pam-
site instrumentatton mAdar at the White Sands Missile Range. The ALCOR subsys tero was prcduced tunder
subcontract to Lincoln Laboratory and production records available from this program are indicatwve of the

rk ~control of the dispersive characteristic rohlici can be achieved.
A basic dispersive subsection for the ALCOR system consists of 48 bridged-tees. This netvork

had a dispersion of 3 its over a bandwki&h of 17.6 Miffz. The BT product of a subsectiwm is 52.8 and the
network (synt!hesis) efficiency is 55%. The network Q nis 10 and the delay pedestal fs 4boui 20% az tkc die-
Version. Tht network has unity fractional bandwidth.n

A total oi thirty-two subsections were produced and the phase chai-act istiec f ea4:h zetwerk w?.s
measured. This phase characteristic was fitted to that quadratir curve which resulted In' the IeWs mma
squarc- ",ror fit over the bandwidth of 17. 6 Mllz. This quadratic defined the network dis~xisison and the rrns
phase error of the network.

The rins phase error agd the dispersion for the 32 networks are shown in Tab~le I of Fig. U1. The
vw-erage rns; error As about 1. 0 ; the average dispersion Is 3. 006 uAs. Table 11 in Fig. I1I shows the restts



of a Fatieier atialysis of the residual pha-Se OrrCor 0' At iypical netw'.rk. The rms; error i-- 0. 83-. The
phase error shown in tlbe ioinrl ;.~;i.umn can be conver'ted by the paired-echo theovy of Wheeler [ 3 !to an
equivalent error-echo sidelobe level.. Tnis sidellobe level Is sha'.7n in column five and the largest. pairedI echo sidelobe restilts from ttie sixth harmnonic term which is iG d13 down.

The 3 1- networks were subsequently cascaded in groups of five to obtain six separate 15 jis net-
works. The overall phase errGr of the network was then measuied and a 15-tee co.--ector deslgiied to
provide the final residual phase correction. The data Is sununar'zed in Table Ml of Fig. 11. The rims
phase error for f ive of the siLx networks is less than 1. 00.

The six networks were subsequently delivered to Lincoln ard thence to the radar site at Kwalalein.
On site phase measurements on the six networks were performed approx.imately one year after the init*Il
m-easurements. 0This data 13 a' so shown in Table III of Fig. 11. In the worse case, tbe rms error had in-
creased to 1. 420.

A representative phase --rror curve icr a 15 MB, 17.6 M'Hz network (BIT = 264 is -hown inl Fig.
* 12(a). This network is A 3 of Table Ill and has a rw~s error of 0. 95 degrees. A Fourier analysis of this
* error was made and the largest equivalent error-echo sIdelobe level is 47 dB down. The amplitude re-

sponse of this network is shown in Fig. 12(b). This degree of amplitude cerrectisn was obtained by appro-
priat,21y "Q- loading" the 15-tee final phase corrector. The error sidelobe level associated with this de-
gree of amplitude distortion is commensuratewifth the network phase errors.

ID addition to the amplitude equalizers, the 15 iMs network contained a sharp. phase-equalized
band-pass filter. The impulse response of the dispersive network and this band truncating filter Is shown
in iý*. 12(c). The 6 db expanded pulse width is 15 jzs.

3.4.1 Oscilloscope Photographs
Fnzure 1.4 shows some oscilloscope photographs f1romn another pulse compressim system imple-

mented with the Type I network. The expanded and compressed pulses are shown for a aystern habing a
BIT product of 2~10 and a bandwidth of 7 MHz. A transversal equaliz.ar was used to provide the residual
ame~itude and phase ccrrection needed to obtain the -5'3 dB sidelobes shown in Fig. 13(.c).

4.TYPE U1 DUiPERStVE NET WORK

The Type H dispersiv~e a etwrk l1a realized as a cascade of !nlniaturized, first.-order bridgeed-tees.
Th~s rietwork was developed, as part. of at In-house JR and 1D progrmu, to fulfill a need for small, light-
weigh, pulse cmr ssin ystenms lrtended for mobile or airborne use. Th adition, the following second-
ary objectives were goenerzlly achieved:

(1) Reteatio.,i, to the =cýeý peessibe, of the electrical performaitce of the Type I network.

(2), Adaptability to mass production at low unit cost.,
4.1 Electrical and Mechanical. Designu

A schematic of the Iirt--orftr net-work is shown in Frig. 14(a) and an exludied view showing the tee
tnechanical- configuration is ahown in Fig. 24(b). The capacitor micro-package consists of three Chip capac-
itors, a lead frame and a ceramic die. A ceramic shezt 0. 020 in. ihick contains 63 0. 3'5 x 0. 25 In.. dice
with Taum= evaporated copp~er film conductor patterns. The 1'ead frame (whIch is an etched 0. 010 in. thick
m~pper structure) and the "apacilors are soldered to the dice, A mollded shell, within which onte such chip
is encapsulated. eomprises the suppnrt structure for the individual tee.

The cap~cKors are NPO ceraic chip and are rpflizw-soldertd. 189 at a *,'me, before the substrate
Is opparated into dice. The lead frame is amtched to the die perimeter and functions botb as the external
electrical connectior, and the mechanical support fox- the tee assembly. The lead frame coctalns tabs (not
shown in the exploded view) to acceA the induclor wu es, The capacitors are then trimmed to the desired
value by air abrasion. A capacitor trimming fixturc ;as designed and -constructed for attachment to the S.8
White, Model G, Indu~stria Aixibrasive Unit. A micrc~sc%.pe is used to view eachl capacitur lirder the nozzle
in order that the operator can monitor the mechanical erosion. The capacitance x-alue is monitored by a
General Radio 1600 &Atomatic Capacitance bridge.

The cleaned capaitor snbstrfte Is encapsuLitteot ri a molded shell with a low loss, low dielectric,
siltucon rubber potting compowxl commercially available as Emerson and Cumming Feccosil 4640. Th2 use
of this material Kor the capacitor encapsuiation regults in usgllgible change in measured capacities awd no
apparent effect upont capacitor Q.

The coils are *Atchete to the 914ee of the completed caracitor r~ckage with a high strength altkUc
rubber adhesive. The coils arm adjustable pot core Uiductors (111x7 mm) for frequencies upto about 30
TI~r. From XC Mlfz to 1!0 MHz these- coils are replatced I--_ an air Coil having a powdieted Irac MIug.

A caacndc- of 1.12 tees !s sbowrn ina thv phoograph of Fig, 15. Each chassis contalno 13 ters and the
Cover of 002 chassfa has been removed tu show the internal configuration. Tthe bnXikUVAW clhAssIs Is
1"F x 1 1/4** x 9 .1 /2" and the resultant volume ppA tee is 0. l9 cubic inches. For network efficianc!ea of about
W%~, the site of the compr-espion or expmnn~iot can be quickly estimated isince the volume iz_ cubic: inches 1:411
be 2pProsimAteW equal tc. i~he compre."!on ralto (or bandwidth-1ime product).

The chassis deveioped-is a compaat rigid etructure -ohich holds 13 bridged-tees and Wa recessed
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c~~'-~'xinib cc.nctrs T. .e st feaSture ~uiifitt l be~rorncumcing cablels by p~.rinuing the
'haaaie to W!p' tgged together as shown Mu Fig. 15.

Three different dispei-slve subsections we re deaigned, conestructed arid measured. Each ne twork
had 28 tees and a BT product of about 26. The networks differed ii bandwidth and center frequency. The
design and measured parameters are summarized in Table I of Fig. 16. Table 11 of Fig. 16 shows the
eqnivalent error-p-cho sidellobe level resulting from a Foarier analysis of the three sets of measured
phase data.

4.2.1 Network #I

This network had a bandwidth of 17.6 M~z and a dispersion of A. S jus. It was designed at unity
fractional bandwidth and can, thus, be compared wiih tMe 11. 6 M'_z, Type I network previously described.
The theoretical RMS phase error for this design is 0. 09 degrees. The measured phaseŽ erxor was 0. 96 and
the measured dispersion was in error by 2. 3 ns. The largest paired-echo sideiobe Is 49 dB3 down. The
unit has an equalized loss of 6 dB3.

-. 4.2.2 Netwo3rk; 2

The network has a 60 MHz dispersive bandwidth centered at 60 MHz. The network W48s designed
at a 50 ohm Impedance level to reduce the effects of stray para~meters and to be compatible with test equip-

4 ~ment (used for alignment) in this frequency range. The initiall tunfyog of the network resulted in an RMtS
phase error of 8. 80. A subsequent retuning reduced the error to 2. P, It Is probable that this retuning
is equivalent to a calibration of the alignment fixture. If this is true then ihe anticipated error in prgdjic-
tion would bo about 2 degrees.

4.2.3 Network +3

4This net-Rork was dt-sq~ed for a dispersive bandwidth of 60 MHz cente- 120 MHz. This
lower fractional bandwidth '%0. 3) 1 t-ivlted in a decrease in network elficieacy W, sultant Ira' product

'.4 V 20. With the exception of the decreased network efficiency, the perlormance was generall:ý comparable
to ihe previous network. The RMS phase error after the initial tuning of the network. was 4.4 ;a sabsequent
vetimL-c reduced the error to 2. 70.

S. TY.?E WI NETWORK

For puisc compression systems with bandwidths above 100 MHz, the ubefuixess a-E the lumped-
constant, bridged-tee network rapidly decreaves. Trhis is particularly true for high compreiksion ratio
systems because, while tiý- network alignment and component tolerances become more difficult to achieve,
the mathematical model (a hhiked constant, c~reuiAt)~f the network is less v3Iid.

To reý;iace the bridged-tee- circuit, for high compression ratio, wide-band systems, a network
haing the following arouertiepm ir t*4

(1) A distributed-constant network.

(2) A theoretically all-pass retwork. (Narrow-baud approximations are niut sufficient, because
a high compression ratio forc-2s the designer to use high fract!Qiai ban. twidths to avoid ex-
cessive dissipatt'ie loss.)4(3) A dispersive characteristic which results is a reasonable nietw. rk efficiency.

.4(4) A high Q network. (.A trade-off should also exist between the -'ysical size of the network
and the network Q. This permits the designer to choose a Q cirnmensurate witb the comn-
press ion ratio and realize a smalLer size.)

(5) Compact, rugged and inexpensive tn fabricate.

A rtetwork whi~ch has Shese properties is a quarter- wave, a11-pass., coupled transmission line.
This line is the distr~buted constant equivalent of the lumped-con-stant, all-pass, bridged-tee network.
r.1 Theory of All-pass, Quarter-wave Coupled Lines

The basic microwave strructure consists of two closely spaced parallel conductors (lines) located
either between ground planes or above one ground plane, and shorted at one end. The lines are usually
uniform and symmetricz-1 with respect ti, the grotind plane. UI a dielectric is used, it should be homogen-
esos throughout the structure. The line is dtven and terminated (loaded) with respect to ground at the
conductor erids whs' I are not shorted. The dispersion peaks at the frequency rat which the lIne becomes
a quarter of a wavelevgth and thereafter at odd multiples of this irequency.

A schematic representation is skhown in Fig. 17(a) and a practical Implementation Is shown in
Fig, 117(b). The theory of couplet' lines is de-scribed in detail ii% the Literature [43 [r51 It 6 ] and the follow-

igis presented without proof.
For the structure under -consideration, the chatracteria-tic Impedance 01l c. ie line to ground Z0 ,

is the geomeiric mean of the odd, ZOand even, Z*e mode impedance,

zo 2 o
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Two useiuZ parameters of the line are the coupling ratio, p,
P oe 400

and the coupling fa( tork. z -Z
k= P-1 oe 00,

P1 Zoe +Z0o

Fromn the relations that define tl'em. Z and Z are independent quantites dotermined by the geometry.
Thus. the chir'-icteristic imnpedance, of We line Ind the coupling ratio can bt ind ipendently specified.

5.1. 1 Tramgfer Fuaction
The transfer function, the location ol the singularities in the complex frequency pLane, and the

express ionz for the time delay for ail-pass, coupled lossless lines have been derived by Steenaa..rt [(6
and is presented below:

The transfer fun~ction of the line is
V out ' ~ tang
V In ,!~ tn

w nere IO

X = the length oithe line

W0 = the radian f requency at wh~cn the line ieW.Th ts equal to a quarter wave-length and 0-/
By introducing and substituting the complex frequency varlable,

0

- "II -

Tor hingh vlures are pteritie adhaae ia nearlyiodentic2lt thet polezro apluope forav, coupledKerY. shown in
bFiged17tee) newor Th0 isd iemine rity the phshowl lenFg.h I theichnoet. hs adtmdly

ine lForo 0 tove 2w f, a prcis leer inedb hich culing rape ltio p5. Also plttredis, tbe timcean dela coupl-
ioul betcur the ines ff pole-zero pairs whivh closr tothers jwaxlmaed-c tant fisprstiorer, netwasork.
peaktied with a tole-zr peiridic crve. wthea corv resodn aInceae in the reinweae time tiedelay. For sefnfi-in

5.d ispersive n etwork s ynthesispsolbeahihspsil.

lonestlin inThe phasae Thifs, we avod tmpe d ttwelay Tot~tl~ f1owa are thee by:a~eroi
pol-zeo pir ofallth lies n t~ecasade Te factona bndwdthmut b les tenoneand I

praci~ethefracona badwidh I ao t 05franyefcetdsg.7*tm ea ~nto scnhl

corsan nehrk.ighpacia values of p, the tieWa5),erydniclt thet efcinc wallume consgneal, beinW.mer b %-almst

brde-e network. This a sefularitymiseshown is dFfine n thi he sh amte phaser &W o time dlumped
conterant flrom0to 2w fo racticalf the whicthhase raia frequa nyl 0to 15 ls lotdis r hel ptim delthy co lex
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frtqueaecy variable, ct Qn is a function of the coupling ratio as shown below:

Q = L/0 = n/In V+/,'-,)

Qn T P
Figure 19 shows the network efficiency as a function of several network parameters.

Figure 19 (a) plots efficiency versus fractional bandwidth for several values of the coupling ratio. Figure
19 (b) plots the efficiency versus fractional bandwidth for two networks, which have different time-band-
width products. The plot shows that the efficiency is almost independent of the BT product for BT;" 10.
Figure 19 (c) is for a fractional bandwidth of 0. 5 and shows the variation in efficiency over a practical range
of coupling factors. The curves plotted _n Fig. 19 were obtained by c3mputer-syiathesizing networks to
obtain the data points. The networks were synthesized for the best effic!eecy with a delay error common-
surate with a 40 dB sidelobe level. However, the synthesis procedure %as not optimized in a strict sense,
and the curves should be interpreted as a "good estimate" rather thin as a limit to the obtainable efficiency.

5.4 Practical Implementation of Cascadd Couples Lines

The best practical configuration for cascaned lines is obtained by re.lizi ig the coupled lines in
dielectric stripline 2s broadside coupled plates (or strips) parallel to the ground plane. Thi-s configuration
is selected for two reasons: (1) close coupiing can be obtained (p's in the range from 15 to 25), and (2) it
is easy to cascade the lines becaume the interconnecting strips are cc-planar with the coupled lines. The
parameters of a broadside coupiec lI,*e are the ground plane separation.b. the coupled line separation, s,
the coupled line width, w, and the thickness of the coupled lines. t. These dime:•icas are shown in Fig. 20
(a) and defie the Z and p d !e line i7 1 L 81.

It is desirable, lor ease of nonstruction. for all lines in the cascade to have identical dimension-q
(except for length). R is also desirable, for rezsons previously discussed, to perform th3 network syn-
thesis with the first pole.,zero pairs constrained to a constant Q,, contour. The following shows how this
is realized. Consider a cascade of lines wherein each line has Mentical dimensions except for length. ".he
lines are physically separated by at least a ground plane spa-cing to avoid corpilng between adjaceit lines.
The lines are shown in Fig. 20 (b). The lines are shorted at one end (not s'"- wn) and are interconnected
by strips (also not shown) which are cc-planar with the coupled lines. The interconnecting strips have the
same Z as the coupled lines. Since the line separation, s, is constant, the entire cascade and interconn-
ecting s'?rips can be realtisd on a single double-sided printed circuit board. Also, since each line in the
cascade has identical dimesions, the coupling ratio, p, fcr each line is the same. The network Q, Q,,
of the first pole-zero pair is also the samt. Thus, the root contour for the first pble-zero pair of each
line in the cascade is a straight line havingaslope Qn and an intercept at the origin. This root contour
is shown in Fig. 20 (c).

I 5 Dispersive Subsections

Several dispersive subsections have been synthesized on a constant Q contour. A multiplicity
of these identical subsecticns can be cascaded to increase the bandwidth-time product. The results of the
network synthesis for three representative designs are shown in Table I of Fig. 21. The bWndwidth-time
product of two designs is 10 and the third is 15. A Fourier analysis and the resultant sidelobe level of the
tbj.-ozetical time delay error is shown in Table II for Design No. 1. These (theoretical) errors are signi-
ficantly below the errors which will occur in the physical ,-alization of the lines. Although the designs are
shown for a specific center frequency and bandwidth, the designs may be (frequency) scaled and are gener-
ally useful.

5.6 Construction Details

Technlques to realize coupled lines in stripline are covered in detail in the microwave literature.
In particular, the cotwled line is is widespread use as a quadrature, backward wave, hybrid. One method
of implementing a cascade of lines is shown in Fig. 22. This particular design is for 1/2 inch ground plane
spacing. The dielectric is Telite 33 cr an equivalent L-r•adiated polyolefin. Item 1 consists of 1/4 inch thick
dielectric backed on one side by a g,-ound plate. These sheets are commercially available. Item 2 is a
pru-c'I circuit board with the coupt.od lHnes printed on opposite sides. For the design shown, the printed
circuit boa,-d !.•s a thickness of 0. 023 inches. The dielectric thlcknezs is 0. 020 inches (s) and the I ounce
copper strips are V. Z"ll 5 inches (t). The resultant ground plane spacing is 0. 523 inches (b). The ccupled
lines are separated by two gsc-_rd plane spacings (about one inch)to reduce the coupling between adjrceni
pairs to a negligible amount. The ctzpled line width (w) is 0. 278 inches. The design results In a line
linpedance of 30 ohms and a coupling ratio o; .5. 2. The strips which interconnect the lines also have a Z
of 30 ohms and are atout 0. 816 inches wide. The u.,;-Tled lines areshorted at one end of the printed circuit
board by a copper tel, which extends through the dielectri.. A cascade, as shown in Fig. 22, usually con-
stitutes a dispersive subsection. These 3ubsections are cornectetd .nether with 30 ohm cable. A quarter-
wave tra.sformer is used at the input and output of the composite rnetwork, t.e convert to 50 ohma.

Any network design can be phys~cally scaled in two dimensions; the line ' of course, must
remain the same. .. scaled network retains the same impedance, coupling rati, and (thnz, tr'ansfer func-
tion. In Figure 23 the approximate network volume is plotted versus bandwidth for three values t_-f ground
plane spacing for a network efficiency of 2,1 pay-cent.

5.7 Network Losses

Dissipative losses occur in the coupled conductors and In the dielectric. These losses have been
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anialyzed by Kolke'ý Reference 9: this analysis was performed at Hazeltine under contract AF3((602)-35761

For a given inip--dance level and coupling ratio, '.he losses are primarily controlled by the ground
plane spacing. The large spacing of the previous example (0, .523 Inches) results in low peak and differer.-
tial losses. The theoretical losses are plotted in Fig. 24 for this ground plane spacing as a function of the
dispersive band'Aidth of the aetwork. The curves are for a network with a BT product of 100 and a delay
pedestal of 40 percent of the dispersion. The dB loss scales directly with the BT product. The dielectric
losses were assumed to b~e zero; this is a reasonabi-a assumption for an Irradiated polyolefin dielectric
for the bandwidths shown. Theoretical Q versus frequency is shown in Fig. 25 for three values of ground
plane spacing for the case of a lossless dielectric. These curves may be used with the loss equation of
Section 2. 4. to com~pute the network loss for any bandwidth and center frequency for the designi (or scaled
design) givenz in paragraph 5. 6 above. Measured Q data, for 0. 3 hich ground plane spacing, from 200 to
400 MHz is also shown in Fig. 2e.

5. 8 Experimental Resuilts

Experimental results are presented to demonstrate the feasibility and performance of the proposed
s' ripline technique. One design which was constructed is Design No. 1 shown in Fig. 21. This design has
a bandwidta of 500 Mhz and a center frequency cf 1000 MHz. The basic disper-sive suisectiors has a BT
product of 10 and is comprlset of 20 cascaded lines. The g-ound plane spacing used wa.3 0.25 inches and
;lre 20 coupled line:- were contained on a single orinted circuit board. The dirucns_!ons c! the basic subsec-
l ion was 0. a5" x 4" x 15". A pho~cograph of the basic subseotioni is shown In Fig. 28.

A total of ten subsections, was cotsztructed. These scbsections were then cascaded to realize a
network having a BT product of 100. Measurements were made on the individual subsections amd ort the
vascaded network. The results confirm the technique and are summarized in Fig. 27. The RhIS phase
(rror for the subsecti3a was about 2 degrees. The EMS errcr for the entire cascade was 6. 5 degrees.
I~ he i.,divkiual errors do not correlate but add in a root-mean-square manner. The equalized !:css df the
f-ubsection was almost 40 dB arid is plotted in Fig. 27 1d).
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PRESSURE THREADED PRESSURE COMPRESSION
WASHER FERRITE SLUG PLATE SPRINGI I

COIL WINDING. SOLDER
SINGLE LAYER - OR SPOTWELD
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WIRE DIAMETER

COIL BOBBIN
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COIL TERMINAL
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THREADED SLEEVE TRIMMER CAPACITOR
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INCUCTAUiCE i .52ph

FREQUENCY 18MC

COIL Q 3_5

STRAY CAPACITY 3.OJppf

NUUaER OF TURNS 6

WIRE SIZE 24

NOTE: SCALE IS 2:I

Fig. 7 Bridged-tee network coil
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TABLE I

RMS Phase Error and Dispersion for 3 ps, 17. 6 MHz Network

Network I--IS Phase Dispersion Network RoS Phase Dispersion
Numfler Errcr in Degrees In ps Number Error in Degrees in jis

1 0.78 2.999 17 0.62 1 3.008
2 0.83 2.999 18 0.79 3.A06
3 1.34 3.001 19 0.94 3.012
4 0. 75 3.004 20 0.89 3.009
5 0. 81 3.007 21 0.44 3.010
"6 1.30 3.007 22 0.46 3.004
7 1.23 3. 007 23 1.01 3.004
8 0.93 3.007 24 0. 88 3.005
9 0.94 3.005 I 25 0.82 3.009

10 0.77 3.005 26 0.83 3.005
11 1.06 3.012 27 1.33 3.009
12 1.55 3.t•02 28 0.60 3.008
13 0.67 3.304 29 0.34 3.004
14 1.2,55 3.010 30 1.02 3.013
15 0.?77 3.004 31 1.33 3.006
1e 0.76 3.007 32 1.37 3.006

SAvg. IIS Phase Error = 1. 06Avg. Dispersion = 3. 006 ps

TABLE H

Fourivr Analysi of Phas,.: Error for Network No. 26

Order of Phase 3reor Paired-Echof larmonic in Degrees Zidelobe Level
0. -44 dB

2 0.55 -47 dB
3 0.56 -47 dB

•- 4 0. 13 .. "dBS5 0.15 dE

S6 0.2-4 -•1dBS7 0.12 -60 dB

8 0.09 -63 dB
_Remaining < 0.1 < -61 dB

TABLE MI

I Phase Error and Dispersion for 15. ps, 17. 6 MHz Network

15 ps RPAS Phase '7 rror -i Deg,
Network Final Remeasured Dispersion

No. Initial (Hazeltine (Kwajalein in /is
Nov. 1967) Nov. 1968)

1 5.00 1.33 0.86 14.992
2 3.44 0.47* 1.42* 14.969
3 1.83 0.95 1.39 14.996
4 2.09 0,75 0.94 14.992
5 1.86 0.89 1. 20 15.004

2.08 0. 42* 0. 93* 14.989

* Phl•e Error 'or 12. 0 MHz Bandwidth

Fig. 11 Summary tables of type I network performance
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Fig. 12 Amplitude .nd phase er:-or of a dispersive network having a BT product of 254



(a) Expanded Pulse, 5 gsec/cm

(b) Compressed Pulse, 200 nanoseconde/em

(c) Compressed Pulse, 500 nanoseconds/em
Sidelobes shown are 43 db down

Fig. 13 Osci~loscope photographs of a pulse compression system having a bandwidth
of 7 MHz end a compression ratio of 210
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-P-ESISIORS
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(b) MECHANICAL. ASEEMBLY SLUG

Fig. 14 Exploded view of mi',-iature tee (type 11) configuration

WWI'

Fig. 15 Photograph showing dispersive delay unit,
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TABLE I

NETWORK PARAMETERS

• Number of Tees 26 26 26

BT Product 26.4 25.7 20
Bandwidth in MHz 17.6 60 GO

Center Frequency in Mh'?. 17.6 60 120
DIspersion in v2s (De:lgn) 1.50 0.428 0. 333
Dispersion in vs (Ieamued) I.50 0.427 0.227
Delay Pedestal in lis 0 267 0.075 0.13
RMS Ptse Error (Design) 0J.i 0.2F 0.3'i • ~ ~~Equalized Loss in dR .5 •I
RMS Phase Error 'Measur-d) 0. 96P 2.10 2.7-1

-volume in Cu. In. 23 23 23

TABI.E It

FOURIER ANALYSig OF MEASURED PHASE ERROR

I -,Network I Network 2 Network 3

•er Paiase S~telobe Phase Sidelo&e Phase Sidelobe

Order o! Error Level r.rrr- Level Error Level
Harmonic In ieg. in dB :in Deg. In dEk In Dog. in dB

2 0.42 1-49 0.15 -58 1.79 '-37
3 0. 35 -50 1 ..49 -38 1.33 -39

1 4 0.20 -55 0,93 -42 0. 92 -42
5 0.27 -53 0.06 -66 1.48 -39
6 0.26 -53 0.21 -55 0.59 -46
7q 0. 35 -50 0.34 -50 0. 83 -43

.8 .08 -63 0.27 -53 0.47 -48

Fig. 16 Summary tables of type II network perforinance
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PARALLEL TO THE C,')JND Ft ".E
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Fig. 17 All-pass quarter-wave covpled line
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Fig. 18 Time delay and phase shift for a coupled line
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Fig. 19 Type lU network efficiency curves
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~I

ib,) _! ® _

WHERE:

bi L2 zbi 'Zf2 r|

5: PLANE

-- 4E I ROOT CONTOUR FOR FIRST
POLE-ZERO-PAIR FOR THEA•...._.__..____CASCADE• OF LINk'$ S FW)W

(c | § R O U(NASO CONSTANT On

- LIKE k

Fig. 20 Broadside- coupled Stripline

TABLE i

DESIGN PARAMETERS FOR REPPESENTATIVE DE71G;S

Paaee DSir. NLumber
- 2 3

1T Product 10 10 15
Nanber of Lines 20 14 30
Center Fr, . 1n GHz 1.0 1.5 1.0
Ba-kthi 1 0.5 2.0 0.5

ractlonal Bandwidth 9. 5 0. OiO 0.5Dispersion in ns 20 10 30 "
De' My Pedestal in ns 6.1 3.5 12.1
Cou"Aing Ratio (p) 15.2 24.5 15..2

TABLE it

FOURIER ANALYSIS OF PHASE ERROR FROM0. 75 GHz TO 1. 25 GHz FOR DeSIGN NO. I

Order of PRase Error

Harmonic in Dog.

1 0.034
2 0.033S0. 108

5 0.028

Fig. 21 Results of network synthesis
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INPUT AND OUTPUT CONNECTORS --- 0

THE a DIMENSION IS DETERMINED BY THE QUArTER-WAVE LENGTH OF THE LONGEST
LINE ;N THE CASCADE.
THE 12" DIMENSION IS OETERMINED 3Y THE NUMBER OF LINES IN THE CASCADE

____________________________ ITEM

TU_._.. . '_ "'--IT E M
0,020 THICK DI.LECTRIC (TELLITE)__ _ _ _

WITH OUPW5"COPPER ON BOTA SIDES 0.•5 " Cr LUTE " •ITEM

0.250" ITELLITE)- ' OUND PLANE (COPPER)

Fig. ?2 Implen.•,;ticn of a cascade of coupled linies in stripline
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Fi.g. 23 Volume versus dispersive bandwidth
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SCRVES ARE FOR A COMPRESSION RATIO OF IO0(BT=lOO)
AND A PERCENTAGE BANDWIDTH OF 50%. dB LOSS
SCALES DIRECTLY WITH COMPRESSION RATIO.

401

35 FOR GROUND PLANE SPACING OF 1/2"
"Z - 3M0•, P :15.2 ,AND ZERO DIELECTRIC LOSS

PEAK NETWCRI( LOSS

25

II DIFIFERENTIAL NETWORK LOSS

"0
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S- Fig. 4 Peak nd df't-renta ewr loss versis dispersive bandwidth
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Fig. 25 Q versus frequency for broadside coupled s.ripl~ne
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CORBELATIONi DIGITALE

KAR H. CAMR

THW~OKS .S.F

92 - X&LUJ(QF

-SCMdkMR

Los applications do IN, corr~lation son% trio rtmbrousea. Waure dos plus isportantes Not I&

d~taction des sign=u noy6a dana le brut on le brouiliage quo l'on trouve done 1ee systtls.

suivants:

Radara, Sonars$ transmissions coddoo.

Dons cotta application slo* doit Stro on gninral r6alisis an tomps riol. Los progris riconts

des circuits logiques at dos amaoiroe int-dgrdos (M.O.S) permettont do reeliser cotta fono-

tion par des techniques digilal~g. Cos techniques sant lee soales VUi poruettent dtobtenir

me* Writable agilit6 du "A*de d modulation dos fib%=u 60113. Cette agili+A st r6v~le tr&s

utile pour effootuer des lovies d'aabigu~tU et ;our assurer is cicurit4 des transmissions.

Los. corrilations dtgitales qui sant empioy~os actuellomont sont bandta our lee rduultats

4 d'dtuda do modulationzs p6ciales qui condaieent & des traitemonto faojiom (codes binaires

do phasee Wia ex~pl.).

L'dtudo qui a dit r~al-'she elect fixe. caom but do difinir an procodd6 applicable & toutes

lee forges do modulation do friquence ou (to phase. Ce procdd6 consists & utiliser uno ripli-

quo approxiistive quo lson obtient per queetification doe Is phase do !a ici do Gdltziaton.

IAN. rdaultato suivente ont Wt obtonue

1*/ Le traitmwent *at presqutavagi simple quaswec les cocdec binaires

26/ La digradation, do la, fonotion do oorrilation apport4ts pas proo~d4 *at faiblo. Ell*

pout Stre facilewout droluka en fonction des paramitres dr. oodage.

L'itude compcrtait uns anal~yse thdorique et dos sioulationa numdriques do contr~le. Ell* a

6t4 rAalisdo A TiiWOOII-CS arc. la collaboration teoo!iquo at financi~ra do is, D.R .M.

(DRNB Direction dtc reohorchac st noyons dleseais du Ltnistire dos Armies).
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2.1. Choxx do Is moduiation i 114missiogA

P Lo procddd otapplique % ouit* modulation &amplitude oonetant'4. Avc-nt do deltiur Jos

poa,&~tres du oodago, il set ntoossaxr* do choisir Is lox do modulation Is. ajeix adapt4e

au problic. A rdsoudro,

En~ radar la modu~lation li~nd&Lro do frdquenoo out I& for.ýe le plus amplny~e. Elle oorroo.-

pond & uine modulation part.bolique do Is, phase en fonotion du temps.

Rn Sonar on utilisee acit ia mlso loi, aoit un. m u-lativn ela phase logarithaiguo.

Cos fcrms@ do modulation sont en gOndral yrdfiries our codes binaires do phas* en raison

do i'exooilenate qualiUt do l'impulaxon cokorinde qutelles persettent d'cbtenir miss

lorequo Il'efet Doppler dicaai la friquenoo des signaux roqua.

2.2. Approximation do ia, fonotion do noduintion

Deux modes peuvent Itre utilis~s. Le corr~lateur out 1cleot does lee deux mas..

M)do, I

Las fonotion Arase nlest, ra modiftio, ell* eat doaci idsnti~ue & cells quo lsan gutlise

loraqu.~on '7eut rdaliver une oorr~latica analogique. Lee mignau son't dohantilloonds at

coadi en ve~eurt ruadriques & 1& xr(3sption. lie .aont stie on *4soire our Is& durdo du

signal date et corrldid aveo ia, rpli.que ipproximative. Cetto rdpliqiae on% obtenue We

une quantification en valeurv disor~tos 4o I&. loi do Phu*o do la modulation, ontvie

d'un dobantillonnago & frdquence Wge & cello des sigma=x re~jus. Un example eact donti&

& I& figure 1. * L fonotion out reprdsoetdo par des multiples do 211 .
IZS

v : Noehr. do momonts do phase do I&. quantification..

Ra gindral. asera. fgal A. 4 ou &8

node 2

CLn rempleco & I sdixiolon ia, ioi do phase criginal. par it ii do phase quantiftde. Le

rdplique *ot identiquo & cello du modse priod'ia3nt.

2.3. Coridiater,

Le bloc diagram* out roprdoon%6 figure 2.

Los zignaux transpoodtt et cuplifidA on Ifrdquoenoe intermddiaire, sqnt appliqude & do.:x

ddtecteura sqnahourw oni r*;oiv*4t do,.= rdtdrences & a*** frdquonco ddphaaaiee entro

*Iles do 11/2. Oni obtient do"x vidies hipolaires, qui reprisentont I& ioi do modulation

does sipiu~x ddcomopoode sur do=x axes perpendioulairee.

Cos doux "riso sont dchantilioandes et coddos on amplit~i~e et signq. Los dohantslilons

suaeaesife gliesent dons deux roiostres & tramuiort

IA cor;,414tion consist* & offulotuar un. come aligbriqu* dos signatir ooatenus dane, lea

registres A obaqa. instant d'dobantillonus~ge suivant un program* ddfini par la rdpiique.

La mdthode an eat% xposde ci-desoaois.
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2.4. hPRinoie thoriqno

A olique inos.nt d'4obwA~il1onn~go Is signal requ pout Itt? repr6uent4 par un veoteur

dont lea projeo-tiona so-it Ica dohajtitllors dov deux voiosý

Z*oit x 6.4 ----- x SM l4a M~ ichantillons suuooesiia Owuns voie qui. as

trouvent an a4zoire at wait 4~ .~lot Xi hokantillons ocrreopornd-gts do

l'aut7 voi3.

Los vcotwurs oorr*apondsrktu sont.

e - --------- f e

Or a alors lea rolationa muivantso

ýSE

Le. riplique 4Az sigmal ftis pout 8tro ausai reprisentdo par une suite do voctours

amplitude oonaterito voit t

e el e

L46 rpliqiao approximative quantifide deviant olors

e e ýq --- s.

Cott* rdpiique quantifife pout auvoi Str. reprdaont4.t pW lea doux projections do son

ivozteurs gait t

F jCi Sin q

La oorrilation conuioso & forzor Is voo'--our rAsnltant s1 uivant

Cott* opdration oat rdpdtde A olbaqi* instant d'dobantiilonnqag. Lo oozrhlatewjr ogiculo

'G lwe dOUzzooPoaom' da vootoir i/ R t

f:1 C"c

isfOntion de oorr4liat±.ow
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Los valourfi soot multiples do 211 Xr at (cniont quo a valoura d~ff~rantes.

Clest aanex quo p~our a -4 lea calouls do x~ejt as rdrtui*aot A doe saoans algdbriques
doe dobanil~lons x.atS

Let valour. do xc ot 5jc pour a a 4 at a *8 sont doonnes deone Is -tableau ci-doasouw

xC ac1

0/4 V4 1

14 22 2
-2 2

n/. 0 +4

Fa11 2 z

11 -4 0

511/4 .f

2 2

2.5. ftwaisation dos calouls

tin exsiple d'orgamiaation oat donch Isl figure. 3 pour a 4-

Soul lo osicul do =.t out reprdaanti, is terms 3rso caloulo do la. rnh fagoil.

Tous I** tameos qui rogoivont Is also coefficiont soot aamda .nisable. L'aigaillage,

sur lot lignes comanes eso Wat su mayan do ports* ooinanddoa Wa In rdpliques.

os* samoa pouvont Strs digitalos ou analogiqlues euivant lee vitusass & rdalivor.

2.6. Atablisamont do ).& rftlinao

Lee angles Gq -sont d'abord d6terwinix au sayon avwno quantification au plus pris come

ii a d6t montr6 A Is, figuro 1.* La fonction quazntiftio *at onaulto dobantilloond. avoc

un intorva~Lle d'46clantillonnage 45t 4

5F:largour moysano, du spectre fdae.

La fonction ainsi obtenuo set osuaito, aodifido, aunomyan d'un crit~ro do transfoluatiort.

Cotto opdration a pour but do romp"e lea pdrio:!ioitdo qui so produioont dama Is quanti-

fication au plus prim. Coo pdriodioitia produiralelnt on Wfet des rdponsoo parsaitoz on

dehars dui pic prinoipal.
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Plusioure orit~res ont At(, dtudids au couro do .'16tudo, Is plus simple oat ddcrit

ai-dossous.

2.6.1. Crittr* do transformation

Co crit~re oet basd 2ur It pri~nolpo suivant

r~l ft I 'absence do quantifio~r)on do phase lamaplituado dui vootour rdsultant VP *at

pratiquamont nul on dohors dui pie do oorr4lpaiion, il oct Ia momme do vo~tou.rs i14-

mentai.roe do *Sao module qui r4alioont tin contour fermd. On pout d~montr..r qu'an

awu pie parasite minimal avoc I& fonction quantifido si. Ia some algibrique, des

orrours do quantificatton de phase act null..

L'application dui oritlre, a0 ddduit do ce principo. On of1footus la somas algibriqus

j En doo orrours do quantification &partir d'uns deo extrbmitds do la. rdplique soit

En (61i - i

Ceocalcul set offaotut pour tous loa 6chantillons do Ia r~pliquo. Chaque, fois

quo l'on obtioz~tIEn> a. n sdifio 10 codag* do 2.4obgantillon correspondsut do

2 11/m swea 1. signs convenzable. On maintiont ainsi lIa some al64bhwiq"~ Ri entro,

doux borreo tout 10 long do Ia r~pliquo sait 2

.- < <En < + 2L

Ues chaiagements offoctuds moat pou, nosibreux mais ils suffisont & rompre lea p6riodi-

oi-468.

3 - MWWAT~S 13 L'zIuI-

L'analyao thooriquo at Ia@ simulations nimdriqusa unt donad dos r4inltato pratiquamert

id;visiqro.ts

3.1.* Anlyeso tbdorigue

Lou~ points auivants ant 6t& analyels

10~/ Llixnfluonoo do Ia quantification x=r 1'amplitudo dui pio principal

20/ Le nivuau do bruit appartd p ar1 qizmrt'fication an dshoi-a du pie principal.

Suil un signal da dtur4 T ot do largour Ao spectre a' Fot uno approximation a

mnoment do Ia phase.

On poat difinir' lea do=x paramitres suiv,-v'~ss

- 19 taux do dispersion D (taux do ocoprassion on radar) D -&7.T

- L'err'our offioaao do quantl ficatian e.'T

esin
onil
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La porte Pc introdkuto par Ia quantification star le pie princi~pal sat donnide cx-do3souB

en ddcibals pour lee deux modes d'approximation (voar 2.2)

PO dB

made 1 Nod. 2

20 log % 0

La, puismano, -4;1 bruit de quantification set maxim*!*eam voisinage du pic principul *Ilee

dicratt enmsvl'o lirzdairoinent jusqiz'k 1 'oxtr~mitt do l& fonotion do oorirlation.

Le rapport Hp entre 1. pie prinuipol at Is, valour- ffiososo maximal* du bruit do quzanti-

fioction tst donada oi-dessous on didoibols pour Is* deun modem d'approxisations

Np dD

Mods 1 Mods 2

10 log D D0lo

Los bruit d. quantification oat 3 dBl aupdriour on mods 2 qraleat nod* 1.

Note

Coo valour. nt comprormont pas I* bruit muppidmonteire proverAnt d. l~applioation du

crititre do transformation. Les siaulations oat mont-rd qulil fautt compter mur uno digra-

dation do Rp do 2 dB environ.

3.2. Simulation

Las rdsultats sont sensiblewont ideatiques qiet P on utilise una modulation paraboliqut

ota logaritbaictae do ph"*e.

Mfin do no pe a oobr lee effete do ie qutntification, l& corrdlation a it& cocplbtd

Par une Ponddration do Hamming du lor oidr*. L'effet d6 coe-ý-k pondfration eel do rdduire

Is* lobes nature'a do I& fonotion do crrdlation. Z119 consists & effeotuer l& samat

do trois fonctions: do corrdlation 46oeldes eatr elles de 3: s± oit
6F
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ca t ui cooeffic),4nt qux a pour valour optimal* 0.44.

Pour simplifier loa calculs on a pris A-0,3751 - 1
4 -

L3 tableau ci-apris dorne quslques rdsultste typiques qui. out 6td obtonus avoc tine

Desducloge.npdoarablqueneontm 8.ý inirodultb entre l'&aisaiot. et Is. r~ception pour

Le ooofficaiant o< expriaae I. rapport ontre la fr~quonoe Doppler et Is spectra AP

du signal.

Pc roprda'qnto I& portesa 1u.l pic principal par rapport &. uno corr~lation sanie quay.-

tificatien ot A Doppler raul

R~p repr~sent. 1e rapport. entre lo, pic principal et la plus klev6 des lobei secondairo..

DK Bans quartificat. Aode I MDt. 2

Po dB R~p: dB Pe dB Rlp: dB Pc dB Rtp dB

1:0 0 36 05 27,4 0 23,4

100 5 % 0,2 341 0'? 26,2 0,9 22

-. 0- % ~ 0,3 29, 0I 55 11 2

01 0 35,'4 0,4 31 0 26,2

20 5 0,2 35,4 0,6 3194 0,9 25#5

110 % 0,3 30,5 O's, 29,6 1,2 24,6

t 3.2.1. C21ag sn appl-itude

Lo, bruit provenant dax codageoen amplitude doas signaxhx 1*7"u a diji iti abrad~mageat

traitd 4ams I& littira~tiar touhrnique. ft- s-saat doric oozternt6 do vdrifier par

hsimulationa quo co bruit n'apportait pas dlautiý d4grt.&~tior. quo call. quo prdtvoie

l& 'tbdorio. CWest ainsi qu'avoc ian tanx do dispersion D ~.100, on a bion constatd

quo Is codag* pouvait so faire, & 3 bit* at signs pour chaque voia x at y. Lee

modifieations, do Is fonction do corrdiation 6ttiont n~gligoables.
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4 -CONCLUSION

quantifids an phase pomtt. do r4alisor I& fonotion do corrdla'.ioii par des udthoden &IgI-

taes. On pout Linsi onvissager uns Wdritable agil1~t6 dos codoc d~emiscion tout on conser-

Ysflt des fonotions d'sabigultd piochos dos modulations continuesa.

LA simplification dui traitasent, appartde par co proc4dd oet dt awlant plus impo.'tante quo[ i taux do ooaprossion eat grand.
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Fig. 1 Quantification et echanti2.ionnage dt. la lo. de pr.3ce

rig. P, Correlateur
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TC;L"D CAPACITORI 3TORAGE ARRAY9

MLTO'1'I'-A'JTO(VATION' 1ADh SY~ST,'ýS' LlLITT-0l
Boreh;'n~ood, Hlertfordshi re, U.*K.

A M-ember- cf *..C-!roiElactro.aics Limited

In non-coherent LM.T.I. systems, fully cohere-it '..-.systons anrd clutter locknd .3talo-Coho
systems, moving targets cause amplitudi rZdLltion of eitner clutter oi a refereniire signal at the
detected receiver output. This amplit e modidatior. IS LISJ1l servirated frmm t.e clu',ter either by
bandpasxu filter~ngj or by subtraction of suecesnive returns in the S!Ml~itude-tL-ne platne.

A commcnly used means of subtractiown of Successive returns :a by ti.e use of an altrasonic delay
line. This method however neceasitates accarate control of the trnsr-.'ttezi pulse spaIcing to maintain
identity with the store delay time. Onie of the main sources of cancellatcon error IS .sut~lly dl;e to
time jitter in the trtansmitter firing system.

An alternative to the ultrasonic delay line crenceller is the samnr1sd range gate canceller
described here. In this systeri two sets of capacitors are uced in place of the convertional delay line.
.;ýach outgoing transmitter !rjlse is used to start a precision ren.:e clock: ;:.ich is stopped after the
maximum range delay has elapsed. This rnnL,'e clock operates a number of video sampling switches to
connect each sample of a radar sir~ml in turn to a different capacitor in the stire. '-In successive
returns, the stornee ca-iacitors are reverse~d relative to the flow of video curr-ent, tnus performing
Subtraction. Being asynchronous, the system has the advantage of being insensitive to pulse-to--pulse
jitter and is thus directly aopicanble to t~he use of multiple .2.F'O he read-out of subtracted
differences can be o-:rform-ed at any tine after %,he delay and before the next trinsmitted pulse. Each
read-out sequence is followed by an eraie nequence to pretinre the capýacittance store for the next period
of redar returns.

By adding rather than subtza~ctang uucceseive radar returns, and reading the capacitance store
more slowly than writing into it, almost identical circuitry rill ierfor_ bandsidth oom-preusion.

This paser ýescribes a multiple ear'acitor storage techn-alue that can, in principle be used either
Zor integratio.- (ie sdit opeso o xml, putting a radar picture donun a telephone line),
or for Uoving Tareet Indicator by the subtrzction of Successive radar returns.

The moving target indicator processor described hare uzes the principle of cancellation or
subtraction of the video returns from successive pulses within each range gate~. In this system the
total radar receive timze of 63 Licrozecondz. corresponding to a maxim=m radar ranje of 5 nautical zsles,
is divided up into 630 range cells, each 103 nanoseconds wide, corres'ondinj to rani4,e elenents of
15 metres each. 2e-h "rang4-e cell", or "3lot" 15 a zeparate sit-ial pr:ýcessinr, Tratem in i'nfich subtrnction
if successive video returns takces place, nadar targets -*ich are station-try relative to the radar, return
identical video signlsle from successive trauns-il..ter pulsest at sayý Dsrticul-ir ranre, and "thus the
processor ;rives zero output after subtraction of thteae rp turns. .nanje oelle contakIning -x-.e movement
return non-identical sig~nals an -successive pulsen., and yiel.d finite difX~erence sign7:Is.

The carceller uses a capacitor storage sýVst.-t to , ore the radar video si-.als rror to th-
subtraction, one capncitor Store I'M each r-:e cell or slo!. -~ach ca-ic--o store in comansted, and
.her oisconnected. to tria returnin;, v:A*,eo at -nals in a'Ž ;ueace by diod~e sw~itchin' circuits, controlled
oy a cloc:.

Three main oseras-,io--l se- ierý-z -ire carried ox' by thssoc diolos: zh,ý feediwI of rm'turning
vi~eo si sin-to the slots in so -snce, caillei the "errite" neriod; t:,e fsr.-nton of tne diffirer~ce
sign:als res-ilting fmron sicceszive ret &rna a,,! t.,e'r extraction, called ti-e "reac period"; and the
eras~tot irom the '-ultiple ra-a;e sOct c;-n.cito- tr of vit' l-o~ i r."iness for the ne7zt radar
ret..rn, cilled t*-e "eraze' r"-io-4.

In or-der to coný--ecz the -ý50 cap-icitor stores nuic' -Ij i effinŽiently to tneir respective write,
mead and erase ciii~,tlie car7-cltor storeu are armrv' i0 n a s-ntrix" c-onijst~n.: of rofas and cclut-uis,
such that eacY_ ca~licitor ator-e in only r~ctivatcd for tne ree! riod r.en hot'i it'.
columu are sao-resaed. Two cnpanitors are used in each za'tc tore or-e alo!, to ennblis the video
sienal1 to be s-;btiicted from ýhe prevlous Vii.ce signal. .nus, en'-ý i ew sig-nall nr-odices a ibtraction
information, as opposed ta ever: new -at: f atals in ax 3in ie cap--c;.tor ctornxeesyt-.

A relativel,ý simple re-arrnn.-e-.ent of the !:cdescribed above allo'zs successive radar returns
to be integratedi insvea6 qf subtrncted wnd th'-_. by ar7-.kInt; that. tne rendin., zsequene.eG be perf',nmed
more slowly than the vrritfr.; ce-uence, bnniit,iidn comspression m=,y be achieved.

2. O.P-zrATlOq OP TH BAZIC 7_-63 ýaftL I Tir- M.T.I. OZDE,

The t#-r: ýrange slot" ref'ers W t sC .z-up of components comprising two storr-ee capacitors t.-IC a
numbe" 7,; diode switches, i.' wl'i~h the amnlitude of radar isign.,.ls, cor'res Pondi-4ng to a particular range
eiement, in temporarily stored until th-e nexct interpullse peri-oc. The am-plitude di. fexy'nce derived from



ziuccuouiv%. returns is 'hen "read" out,

he renie As are nr.,.ad f , . ,.r, rw. d culumn• to rorm a matrix. The

circuit of the basic rar6e slot -, shown in Figure 29-1(a), while Figure 25-1(b) shows the bacic range
so,,L connected to the varioes PUrctlen switches.

Switches SI and 33 are the column commutation switches and Switches $4 and 55 are the rav
ccmmutation aswi. 0hes, denignated Y and X respectively in Figure 25-1(b).

Switches S1 and 35, and S3 and 34 work together to direct the video current through thp slot
capacitors iii nppoulte di mctions.

Switch S6 is the video switch, and is the only high speed switch in the system, opGrating .or
100 nanoseconds at a time.

Switch S7 's the equivalent to the video owitch 36, and operates only during. the read period.

Switch 32 is the read-out/erase switch.

Switches S8, 39 and SIO are the erase switches, and operate with Switches S1 and S3 to conrlate
the erase switch system.

Consider now the operational sequence of this single range slot during cne interpulse period,
and aEr.ue that the previous radar return video vignals, corresponding to this range slot, of amplitude
,A) hat been stored on capecitor C2. Also assume that the chargo on capncitor CI due to previous
signalz .ar beet. erased.

rNrite" Sequence

In order to convey the incoming video signwl, of amplitude (B), into the capacitors, the Y
oomcutation switch 31, the X coamzttion switch 35 and the video switch S6 are all closed as shsmn in
Figure 25-2(a). The video signals- therefore flow via 31, D1, C1, C2, D7, S5 and 36, producing u voltage
(+B) on capacitor C1, and a vcltage (A - B) on capacitor C2.

"Read" Sequence

To read out the vidno sinal (A B) from capacitor C2, (See Figure 25-2(b)) the right-hand
plate of the capeaitor is switched to a constant potential, i.e. +12 volts, less the voltage drop
across S3 and DTh due 'o thu current flowing do=n the chain 33, Mt, D7, 5, R4 and 37 to earth. The
voltage appearing at the left hand plate of the cpacitor is then read out relative t4 the voltage
on the rVght hand plate, via DA and S2.

"Erasb" Sequence

To erase the video signal (A - B) froa the capacitor C2, both plates of the capacitor are taken
to similar potentials, (See Fiture 25-2(c)) i.e. the right hand ylate is connected to the potential

formed by the current flowing from the +12 volt supply through 33, 18, D6, H3 and 39 to earth, while the
left hand plate is connected to the potential formed by +12 volts across 32, D4, D5, R2 and S8. The
capacitor may be left with a small error voltage dae to the difference of the forward voltage drops
across the diodes D4 and D8.

The next (i.e. third) radar return signal applied to this range slot, of amplitude C, skay, i
switched into the store by closing switches 33 and $4, as shown in Pigure 25-3(a), producing a voltage
(C) on capacitor C2, and the required difference signal (B - C) on capacitor C1. This difference is
read via S2 and erased by closing SI, 32, SS and SO as uhowr, in Figures 25-3(b) and 25-3(c)
respectively.

The erase period lasts for 25 microseconds.

This description completes the aseuence, and the processes shown above for signals A, B wnd C
and are repeated over and over again.

3. OPERATION OF THE MATRIX STORE SYSTEM

3.1. Switching •nd Storin.

The basic ranne slot of the A.L.1. Canceller shown in Figure 25-1 is connected into the matrix
store in such a wV that it can be addressed by the roa and coluu switching systems. The anod•, of
the diodes D1, D14 and D3 ar- connected to a column switching system, while the cathodes of the diodes
D2 rnd _T7 ary, connected to a row switching syrtem. The resistore H1, R2 an- 93 are connected to the
three erase lines which run throrh the whole matrix store.

ThC matrix store io both phTsically and electrically in two halves. Physically so that, for
ease of constriction and rccs3s, Lt opera out like a boo;, and electrically, .o as to allow relatively
slow switching teclniques to be used for the Y col=m co=utatioa switches. This la done by rm ngn
that when o;,e half of the store is being writttn into (or read out of), the other halt is prired at
least 1 microcecond early, thus allowing plenty of time to change oror colunn.

The store coqprising a matrix of 28 columnw an' 24 rows ha3 a total of 672 slots of which
630 are required to cover 5 n.m. Rach column has its own comoatation wtd read out switOhes. The row
or X lines, are connected to the X cc taticq switches S4 and 35, which ae in turn driven from the
fast video switch S& during the write period. The video r itches 36 are drien from the fast two phase



zokwaveibrms 71 and 262.
in order to write video siRnals into Slot I for irstaieee. commutation owitohes Si aad S5 are

olosed. When the video switch S6 closes for 100 ranosecon~s (controlled by the two phsee clock wavefori
61i), the video current charges up the capacitors C1 and C2. To write video tignals into Slot 2, Switch
36 in the next X line is closed for 100 nanoseconds. The timing of switch S6 is controlled by the two
phase clock waveform 02. Waveform O1 controls all the odd numbered Y lines, while waveform 02 controls
all the even numbered lines. The selection of the next I !ine is controlled by a shift register
con.ained within the X drive modules. This shift register selects the X lines in sequence (X lines
numbered 1 to 24) and then br.ck to X line number 1. This proc-ss is repeated until all the slots in
the column ha-e been w*--tten into.

To ensure that tne write or read operation is a continuous process, the preceding half column
is "primed", i.e. switched on by Switch 31, a half column early. This arrangement ensures that the
operational sequence is continuous in going, sVy, from slot 24 in column 1, to slot 25 at the top of
column 2. Smoothness in switching from one slot to the next is essential to preserre constant
sensitivity and cancellation with range, and to prezent the generation of repetitive spurious pulses
when, for example, switching between columns takes place.

In the following interpalse period, the comutatiox. waveforms change over. Thus the video
signals can be written into the capacitors C1 and C2 in the opposite direction, i.e. switches S1 and 35
are open, and switches S3 ena S4 are closed. Signal subtracticns are therefore performed as outlined
;n section 2 on the basic slot operation.

The matrix store operatior as a Bandwidth Compressor system is similar to tdat described above
for the A.M.T.I. (anceller system and operates under u column sad row addressing sequence to fill the
store with video information. However as the range slot is a much simpler unit, no car-mutation switches
are required, and thus the system logic is far less complex.

3.2, The Complete Matrix System

All the high speed wa'veforms and circuits are contained within the matrix store so that the
interconnection leads are kept short, thus helping to prevent "crosstalk" problems. Apart frtm the
storage and switching circuits, three other circuit bystems are also r-quired within the matrix:

(a) The Video Drive Circuits

These video circuits convert the radar signals applied as a voltage (in 50 -'.r) into a current
drive for the capacitor stores. Compensation circuits are also included to ensure that the Video
amplifier working point is stabnlisad against tsmperature changes.

(b) The Clock Pulse Generator

The row or X drire circuiti; require two ptase clock pulses to %chieve a continuous switching
process by activatiný, switch S6 An the matrix address--ng system. The waveforms 01 and 02 are the two
phase clock pulse waveforms. This generator uses a 'primed' oscillator which achieve3 its full
oscillatory amplitude aithin two cr three cycles. High speed switch transistors and ?.T.L. intearated
circuits assist in the generation of the two phase clock pulses.

(c) Modulus Output Circuit

The capacitors in the individual range slotu are arranged in pair* so t'nt the difference
signals formed by subtracting successive radar retturn may oe erased from one capazitor after read-c"t,
whilst leaving unaffected the most recent radar return on the other capac'-tor. The 'read-out' point ia
most conveniently taken fro= the junction of the two capac•itors and the voltage stored on either
capacitor is read out by ýonnectin.: a referenct -potential to its other plate.

T'his ar-agezent, whilrt resuating i. several edvantages, such as simple switching circuits
and the ability to obtain good cancellation has the disadvantage that any difference zignals foroned by
moving targets are read in antiphase on alternate read-out periods. These sntiphase or bipolar signals
art converted into a univolar output by suitable amplifiers and dioc•e detectors,

By their very nature, the switching signals used to drive the diodes at the begimning and end of
tim read period of each range slot, generate spikes which are comparable r.th, and in some cases, larger
than the required video signals, These swtchlng spikes must be pre-ented from being displayed, and
this is achieved by using a "s'tmple and sold" circuit based an a bal-aced diode bridge and storage
capacitor.

By means of the 5 ?flz clock dri'ting a narrow pulse generator to open the bridge, a 20 nanosecond
-lice 1s taken from the centre or "quiet" -.-g!cn of each of the range slements during the read period.

In addition to the essentials of ti's circuit described above, a number of amplifiers and emitter
followers are used for buffering, gain adjustenst and izpedance transformation, as ire" example, frum
the high impedance sample and hold circuit to the 50 ohm coaxial outprt.

The overall gnr. of the sysrtem fo, a doppler freque-ncy equal tc half the p.r.!. (i.e. the
frequency of maximm sensitivity) is made equal to unity.

Figure 25-4 sno-s in the upper portion of the photograph, the bipolar sianals as produced at
the output of the matrix. Thia is a photograph "Lker froy ui experimental 48 slot brea6bonrd canceller,
and sho~a, due to lead inceuctancez and slow switches, the row tn'd colu--n si .tchirz Spikes, The column
twitching spikes are thoso .--ger positive spikes clearly visible.



25-4

.ne lu.%er ort Lo; of t.e j.tlot.Jtr-Aph i-,cwu the sI,:.al after being processed by the modulus output
*:.r&i. I"i.!' JhlftP:i r1,11.1. noon 01 i~ni nntoil! nodI tha onl %r al ftvitinlnr nniktos% anr ~n~y inflt

vutzI3e. 4'. t'~e. cs.4'liJttd .- ,rer scale cncel".ler, 4-;,o slots, these cola;-ma sikes du'e to a slow speed
sex ten it.- also e'i lw1tteJ.

.ht1 w.... .a,-eler systen as described in tb~s paper has given cancellation ratios of between
43 - .)v d-.

3. i. ;ubstdary. witch!.ih-. equences

.o 2x-,plete the canceller oyste' operation many otther circuits t'-d tmvsvfonr. are needed to
n l'uco ;.e co.'reef tim•,; of tthz various operatto-o, and to ensure thpt he "write", "read" rnd",,r-.ie'' ,roce:3es ocr-Lr with• ta•e correct --equence .,ilt.r .n ,.nt•,erFulse per.od. These circuits are

.,e.!ra:ly of a mich slowver nature trian those used within the high uneed :-trix ;tore system and are
,,erefore accemozdated on conventional double-sided printed circuit boarde.

:ne phyuical problems of desi,':•lr t-n .. ?.l. Cnnceller to the described systerl are two fold.
?.Firsty there waa a need to prtckage a'-i ti•,. .aiP. soeed oircuits cl.ose together to ne.i.•eve s~hort, la-V

nduzt•.ve leas and tedn he problems of eros..tlk. 3econdly, it ws necessary to assemble
, x ruxi-ately 1 conventiorm: miniature c,$Conents into a convenient pzaSage suitable for airborne

e- ±;ccflt use.

it aas decided, therefore, in the experiaertal ,.odel to use welded wire teenniques in encapsulated
'cordood' =o•.•ies, It. achieve the re.iability and packing desity. Indeedf the storage or slct modules
cLritain 156 ,co-mponents at a packing density of approximately 203 components per cubic inch. The
te.-.inatians to tne various =odules are by 'rapped wire joint to copper bus-bars to ensure accessibility
for se.-•icirn- and ease of re-oval.

'he copper bus-bars stretch in both direct,-ons across the •atrix store to provide the mhny
con~nections to the modules both for the power lines and the high speed waveforns. These bus-bars are
s.oced within a "mother boardr, and achieve reasonably low capacity one wiih another.

Conventional printed circuit desipr and power unit complete the A.L.".I. Canceller equipment,
the wolt unit is contained in a ½ A.2.R. long size weighing approximately 25 lbs. and consuming
approximately 50 watts of power.

Ackmowledgenent

Acknoaledgeent; is r.-de to the lZnis try of Technology for their eupport.
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ABSTRAC'

A hybrid technique is presented uhich po sesses tht. desirable features of delay precifion
inherent in digit:al filters and dynamic range of anatorue devices.

Such an ideal seems to be offered by the N-path filter technique, and the "buck-c-brigade"
delay line, both of which make use of the zero order hold circuit for information storage.

To demonstrate the potential of these devices, elementary matched filters iave been imple-
mented at bandpass to operate on signals with time-bandwidth products up to 15.

INTRODUCTION

Literature over the past two decades has disclosed a plethora of methods by Nhich matched
filters or correlators may be implemented. For the needs of high resolution radar, these methods
usually involve analogue circuitry most often in the form of dispersive delay lines.

These devices, altehough compact and relatively economical, are useful on•ly for a restricted
class of signals; those of the frequency modulated variety such as chirp, logarithmic F. M. and cubic
phase law frequency modulation.

Becauce analogue circuitry is involved, practical limitations on :omponent sta'Ality and
precision determine the degree of realization of the desire3, dispersive characteristic and therefore
set upper bounds on the complexity of signals that may be handled.

To a lesser extent, other analogue realizations have employed tl-e transversal filter or tapped
delay line, wberein, thrcnugh the sampling theorem, any realizable band-limited im'pulse response can
be constructed from the weighted summation of equi-spaced tap outputs, where the tap spacing is the
Nyquist interval.

Signal complexity for this device is easily defined in term.3 of the spacing ann number of taps
contrilauting to the overall sum. Thus, if the delay line is T seconds long and the Nyquist interval or
tap spacing I seconds, where W is the low-pass bandwidth ol an elemental sample of the desired

2W
impulse response, then the time-bandwidth product of the overall bum or impulse response is ZTW.

Realization of the flat delay characteristic necessary for the transversal filter is equally
difficult as with the realization of dispersive delay lines, the progresive increase of waveform dis -
tortion with delay setting upper limits on signal time-bandwidth products at less than 1000.

Since the problem with analogue dce-ices lies in the manner in which delay errors, timing
errors and distortion accumulates, it would seem that digital methods with all tie benefits of precise
timing from a comamon clock should offer the requisite panacea.

Such techniques [1] have indeed found wide use at much lower bandwidths than are suitable
for radar. In addition, the environment ('onar) in which they have been used, is such as to give riqe
to relatively low losses in S/N resulting from the restricted dynamic range of binary levices.

For the radar case, howe~ver, consideration of denise target environments loads .o dynamic
range requirements sometimes in excess of 4C db. Th6 equivalent digital tratsversal filter for this
application may be envisaged to consist of a cascade of an inalogue to digital -onverter of 8 bit capability
(7 bits plus a sign bit) followed by a compsund line of 8 shift regiscers in parallel. A problem arises
in the weighting or multiplying c rcuitry at each tap. This process must be fast; less than or equal
to I seconds. For radar reluirements such mult".plying speeds are not feasible, ard even if they

TW
were, the cost of such a device for a high number of taps would be Yrohibitive.

With the above difficulties in both the analogue and the digital methods in evidence, it is of
interest to examine a hybrid of the twc techniques for possibly superior but at least more economical
realizations. Ideally, one would like to acquire the precision of delay of the digital technique 2-d the
dynamic range of the analogue methods.

,i) Hyblidd Techniq!ues

One answer to the multiplier bpeee limitation of the digital delay line is that given in [W] and
Figure 1. Here a digital to analogue conversion ir performed a' each equivalent tap of the compound
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Sdelay line ind we.tgitrng per'forned inthe analogue manner. Undoubtedly, with increasing advances 'nr large s.ake, integra~tio n, su~h a schem e w ili be the basis of future pr ce s rs ,owever at pr s n .the

S ~ need for such L multipLi~ti.v c* c.onverters is still somewhat costly, in add!'on to being bulky.

The desirabiit• Of such a device nevertheless exists in its basi.. universality. Clearly, a
simnple chi.nge of clock fr,.tuc.n•.y ai. omrnodates a range of signal aandwidtha limited at present only
by the rate one can conver. from analogue to digital signals.

As an alternativt. the properntes of capacitor st.orage in zez, and firut order hole circuits
offer interesting pos.sibil•tes ff-r nipleementing processors that obviate the need for P./D or D/A
converters.

Although by no means a new idea 'his method of taformnatior storage has recently seen made
attractive by the rapvd advanL 's that h.re taken place in MCS "ET te.:hnology, particularly in the
developments related to integrated switchrixn irrays.

A well known scheme, employing a first order hold or integrate and dump circuit, is the cross-
correiator of Figure 2. her,! shown in an elemenatary form adapied to the processing of a Barker code

Correlators require as many local references. in the form of replicaq of the transmitted

waveform when Matc.hed liltering is desired, as there are independent samples making up the waveform
to be processed. i. e. ZIW. Such waveforms, in the most general form are easily produced with 4T V
".er.gth binary trans.-ersal filters, these being shift registers with analogue weighting at the taps.

A variation of the correlator of Figure 2 is the "convolver" [3] of Figure 3, io termed because
the local replicao applied as shown are effectively convolved rather than correlated with the incoming
signal. Of course, when the replicas are negative Ztme copies of transmitted waveform, the result is
a correlation operatioi identical with that of Figure 2. The operation of this device on a Barter 3 code
is also depicted in Figure 3 and is self-explanatory.

A closer approximation to the transversal filter avoiding thereby the need for local reference
generators. is the "bucket-brigade' D4, 5,6, •j transversal filter shown i. Figure 4.

Here. as with the convol% r or N-path filter oi Figure 3, the properties of the zero-order
hold circuit as'e employed to effect the memory function.

It is with the "bucket-brigade" and N-oath filter realizations that this paper is concerned,
implementation of both having been made to process a code length of 2TW- 13 with 1 = 200 x 10-9 seconds.

ZW

(ii) "Bucket-brigade" Storage Principle

Rtferring again to Figure 4. two init delay elements are depicted wherein all even numbc•ed
switches, and all odd numbered switches opt rate respectively or alternate phases of the clock. Thus
in the state shown F I has connected C to the input, S3 has connected C3 to receive a charge proportional

to the voltage across C2 , similarly C5 through S5 charges to some voltage proportional to the voltage on

C4. etc.

In the altern•.e phase of the .locl- all odd numbered switches open and the even ones close and
C charges to a voltage proportional to that across C and so on in this manner the inpit signal is trans-

ferred along the delay line. Ideally the amplifier-switch combination should possess a gain of unity,
infinite input impedance and zero output inipedance.

To the extent that such an ideal is obtainable, or.e should be able to construct lossless delay
lines of arbitrary length possessing the properties of analogue dynamic range and a digital accuracy of
delay. Also, as with the digital devices, simple alteration of the clock frequencies allows filtering to
be adapted to a broad range of signal bandwidths.

Practically such idcals are component limited, restricting the allowable range of clock
frcqiueicies that may he employed. Achievable performamice at present %as been reported to be: 30 MHz
for a hybrid integrated devict announced in [5].-nd 800 kHz to 50 Hz for a MOS FET integrated circuit

[6). Both designs give upper to lower sampling frequency ratios of about 1500: 1.

From Figure 4 it will be recalled that two capacitors are required to supply one unit = 1
2W

sec.r.ds, of delay. One therefore requires 4TW storage capacitors for a signal dimensionality of 2TW.
When transversal filtering is require,, the need for access to independent taps allows no simplifications,
however where only a delaying operation -& involved, mor-. efilcient use of tCie capacitor and switch
elements is possible by use of a poly-phase clock.



In effect, what i.- desired is that each capacitor hold or store a given sample of ;n'orma~iun
for an int-rval approaching I seccnds as opposed to the I seconds the sample is held when a two

2W 4W
psase clock as above is used.

Tim. int•, a" . -g place,• ,-h I Za Udiv• • between

4 X

adjacent capacitors _.in be made to take place at an interval of P-I x I seconds with a P phase clock.
P 2iW

Hence: the number of capacitors required for a delay 7" seconds bacomes P x ZWT.
P-I

It will, however, be noted that each adjacent capacitor stores an overlap of information over
a time I seconds denying easy access to "itdependent samples for the purpose of transversal filtering,

2WP
that is except ior the case P = 2 where -!very other capacitor stores an independent sample. Also, a
diff-culty arises in the reduced sampling time occasioned by an increase in P. Nevertheless, for low
frequency applications, a useful reduction in compontnt count is possible with this alternative.

(iii) Basic Circuitry

Although MOS FETs offer the greatest promise for both the unity gain amplification and
switching operations, the presently attainable speed, magnitude of gate leak through, and for that
matter, cost, fall somewhat short of the requirement for a matched filter operating at a clock rate
of 5 MHz.

Instead, the particular device employed was th.w four-transistor b-idge of Figure 5 '11. 'I his
circuit simultaneously satisfies the requirement for fast switching, near unity voltage gain, hivn "off-
state" input impedance of 107 to 108 ohms and low (about 5 ohms) output impedance.

The form in which a unit delay- element was implemented is given in Figure 6. With the
power supply voltages indicated, the signal dynamic range is 8 volts peak to peak, loss after 15
cascaded ,mit delays 0. 6 db and linearity in excess of 70 db.

The N-path filter implementation given in Figure 7 is self-explanatory. An interesting
feature of this circuit is the economy possible when a restriction is made to uae with binary phase
codes only. Here, in effect, each channel is comprised of only one 4 transistor integrated array,
the remaining circuitry being cormmnon to all channels.

(iv) System Considerati;,ns

The specifik problem in radar ranging is that of estimation of a signal, known except for
amplitude and time of uccurrence. When the interfering noise processes are white, stationary, and
additive, the best estimate results from a :ross -correlation between received signal and transmitte,¼
waveform £83.

To perform such an operation in real time requires as many delayed replicas of the trans -

mitted signal as there are resolvable range cells within the rduraticn of the signal. This number is of
course the time-bandwidth product Z'_W of the signal which in turn specifies either the number of
multipliers in the correlator or the number of taps on the transversal matched filter.

The previous discussion has dealt only with correlators at low-pass. Radar returns are of
course at band-pass and cross -correlation wou.d additionally require a precise knowledge of received
carrfer pna bse.

Failing 4uch knowledge, as is genera.. the case, detection theory £8, 9J requires that the
envelope of the cross-correlation between bandpass replicas of the transmitted waveform and the
received wa,,eform be determined and compared with some specific decizion criteria.

As an illustration of the required processing of band-pass signals and an indication of the
means by which these may be processed at low-pass, the following development is useful:

Let the transmitted signal be represented by sit) where-:

s(t) = a(t) cos [coot + f (t](

This is a general bandpass signal modulated in amplitude by a(t) and in phase by (t).
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-,.4;h e' r e

~t) A :(t) (3)

i-;(t) ii termed the p r- -ervelope of the rea!! signal LL (t) whieh fromil)

a(t) (OS Wot (4)

A
%Lit) %s defined as the ihilhort tranaforin ot the real bignal U,(t). For signals for which the

carrier term is Lreater than the low paas bandwidth -f the signal,t.(t) beco,,ies:
fk'•(t) - altj in o1)

and from (2). (3i, (4), and (5), we can write

s(t) ýR aft) exp:-,IWO , 4(t) (6)

Upon reception, the only acquisition for which the receiver does not have a locally stored
rtference is an unknown phase angle X. (noise, loss and doppler are not included in this development).
This we can, without loss of generality, ignore the round trip time delay and write the received signal as:

y(t) - -Re a(t) exp j [coot - C(ti -A-] (7)

Cross -correlating (6) and (7) gi-es: J7I

Equation (8) may be re-written as:

P Rst) = Re •(exp 5(lt) = Re T'exp j A) (exp j Wot)f'itz1

where f5 (t) i. defined as the a,'to-correlation of the complex transmitted eignal a(t) exp j Eoot + 06].

* #,(t) is the auto-correlatioii of the complex low pass signal.

The 4esire-I quantity is th,• envelope of the cr-)ss -cor:elation function Rys(t) and this is given

as the atsolute vahze of p0(t) (o )1

Thus

which is independ.nt of carrier phase A- and carrier frequency '•O.

MI a bandpass correlator or matched filter, this result is simply , :aieve-t by rectification
or detection of Ry,(t). However, since bandpass correlators require a delay precision related to the

carrier Irequency rather thai- the info-mation bandwidth 2W, translation is often made to ;ý carrier
*e-3quency slightly greater thua the !ow pass bandwidth W, or to zor-' frequency wherein in-phase and

.uarature channels are necessary to avoid lose of information. For the latter system the indicated
o7-,rations may be illustrated by fur'her expa:.si,. of Rs(t) in (10)

Henc e:

,(t) j RS(t, (11)

M.he re

Rst) the auto-c'-irrelation of the real sipg•al r(t)

and

R,(t) Ifilbert transform cf R.(t) = the cro,,s -correlation between s(tW a.4 i(t), and

E~nv. Ryst M M P it• ) (

ms
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not only with s(t) the real transmrittedl signal btut also with

2(t) =Im a(t) exp j1CaJ 0 t+(týJ (131

to yield the desired erivelopn.

A
A Equivalently the same reoult obtains if s(t) is convolved i th s(T-t) and s(T-t) where s(T-t)

and s (T -r) are the respecdive in-phase and quadrature matched filter impulse responses.

Further expanding s( n s(t) adrcligRs(t) =Rft(t) gives the ireqiiired correlator

configu: ation. Thus:

s(t) =a(t) cos 9p (t) cos W~ 0 t - a(t) sin 4? ft) sir. 03 t(14)

and

A
s(t) -- a(t) s in (I (t) cos CO 0 t + a~t) cos C? (t) s -n ~ t (

Figure 8 depicts the indicated coz-relator for low-pass proct.6sing. In Figure 9 is shown the
in-phase and quadrrture processing operation of a matcried filter on a simple Golomb polyphase code.

At video, this code is defined by the complex waveform 1, j. I where the co;-uas represent
a contiguous series of rectangular pulses of duration 1

i2W

The auto -correlatian of this code is found through applicat~on ji Bernfeld's algorithm [10]ý
whtrein the above sequence is simply multiplied by its reversed time conjugated rzplica.

Thus I j. I

I -j

1. i I

Auto -correlation Sum 1 *0 ,3 0 0

In Fig'zre 9 the input signa y(t) at bandpass with arbitrary phase shift ~.is represented as:

y(t) =a~t) cos (wa~t + 71 + a~t-A) sin (Wo)t+ A~7) + a(t-ZA) cos (u) 0 t +X

where

ai)rect (t) 1, A~ <t<A

As will be seen from Figure 9, the indicated oper.t ions yield the dcsired envelope of the
auto -correlation function.

(V) Exporimental Filter and Results

Depictet in r'igure 10 is a block dis gram of a bandpass filter utilizing two ýdeji.tical "bucket-
brigade" transversal filte- programmed to match a Barker 1la =ode. The carrier frequency fo is 30 MH-is

and the 1. F. bandwidth ? : 5 MlIx.

It will also be noted that an aIlternative to the operario&.s of squaring, summing, and square -
rooting, has been e~mployed in the deriviation of the enve~ope. This schemc. termned a 'eiu'I translationl"
involves re-modulation of the in-phase and quadrature outputr of the respective delay :ines on to in-phase
and quadrature carriers. Summation of the out-plts_ .of this process gives a sigaal g(t) where:

g~t) Q 2cos Ct~ot -tan

This signal its identical to the output of a bandpass nnatched filter at carrier frequency noc

and the enzelope is correspondingly obtained through detection.

Oscilloscope photographs given in Figures 11, 12. 13. 14 ana 15- show various performance
characteristics of the deence.

In pari-icular, Figure (12) indicates the output from thi in -phase or quadrature filters at
low-pass when the input carrier is slightly of~srt from the filter local oscillator. iie; offset gives a
cyclically varying unknown phase angle and derrnonstrates the ind3ependence of phase of the detected
resultant shown in the upper trace of Flgu. e (U2).



2") A)

Amplitude linearity of the filter is demonstr.;ted in Figure 13 and 14 which are-two views of
the oimpoeiat-. response serfa- oe r an.biguity function of this particular code. Trhis s-irfaco was gener-
ated 1j, devianiitg the sigr'al source carrier frequency by * 2. 5 MHz.

As a further illit~traticen of the* bucke: !;rjadc' delay linie linearitj,. a binary phase, mrulti-
amplatuce Hluffmnan in~foulse equ.,valent code wucs mnatched with the result shown .n Figure' (151.

Res".lts for the \ -pmicn realization are vi rtually identical except thal the particular form
(F.,gure 7),since it cloes not us.ý a true 4 quadrant multiplier. canno. be programmed for a Huffmnan
code.

(VI) Effect of Samplingc

As distinct from a pure analogue tranoversall filter which is a time inva, ~ant filter, sampling
deuices such ats correlators, bucket brigade' lines and digital filters are time-variant filters anti as
Auc-h *uffer an average proceisihig loss when noise and realizable signals are coxnsIdered.

Because of the samrpling operation, it is necessary to band -lirrit the received signal plus
noise to avoid or manirn.ze ipectrumr folding or aliwsing of the noist. arolur.:l the sampling frequercy,
into the baseband.

On the other hand, band-limiting gives rise to inter-symbol interference cospecially for a
target of unkrowr. positioin relative to the local clock or sampling epoch. This situation is depicted
in Figure (16) in which is *hown two possible outputs of the stampler operating on a band-limited p.ise
input.

Thus, one may -xpect that excessive band-limitng will deteriorate the SIN ratio through
production of intter-symnbol interference, whereas inadeqluate band-limiting increabes the aliased noise
power in the hasebanid D I, I?].

improper sampling epoch as depicted in Figure (14) gives rise to a "range-cusping loss" whic.)
variee5 from 4. 5 - S. 0 db niidWAsY between samples to lessA tian I :lb. dependent on the band-limiting filter
employed, at the optim-im sam~pling epoch. 13

Aven~ge loss over all sampling epochs is abc.A't Z.~ db which reducts to 1. 2 db if the I and Q
filters are made twice as long and the sampling rate elou.AeA. [13]

(VillI Limitations

The sampling speeds 'p-resently obtainable with sampling oscilloscopes indicate few limitations
for the N -path fitter technique in this area. Howe% er. ?ýeplica generation and four quadrant multiplier
technique at the present state of the art would appear to place a practical upper bound on I of about

i2W
10 x 10-9 seconds.

The "bucket -brigade" delay line, on the other hand, is a cascade devic" and errors therefore
cimulat-ve. Such errors arc coznptised largeii of the effects of distortion in the switc~h-arnplifier cir-
cuits and those due to feed-through because of the unavoidable czpacitances and parasitic reactances of
the switches and circuit layout.

Of the two problems, distortion accumulation ;b the lesser, this being relatively easily
compensated for any practical length of filter or delay line.

Operation at high speeds, i. e. _1 small, brings up a significant effect from feed-through

capacitances, 'his becoming of ?ver ;ncreasing proportion in relat ion to the desired 3ignal sample.
Neutralization at appropriate potnts, along the delay line offers s-ome control of this effect. Better
devicc,:% forthcoming should also irnp~ove the sitiation.

At present. the highest speed reported is 30 MHz or I1 33 x 1101- seconds [5].
2W

Itecirculat-on tests, wherein. trie output of the delay line is fed back to the input, on the circuit
renorted upon :n this paper, have indicated the realizability of ZTW values up to 1000 with little difficulty.

(Viii) CcnzulusLon

The methods indicated in this paper are capable of realizing matched filters of sufficitnt
accuracy a:.d speed for a large number of applications in the radar systems of to-day.

The attrac.iven-:ss of such techniques ts further enhbanced by the promise offered by integrated
circuit technology which for some applications should per-nit realization of signal precesrors which are
nore economical in both cost and bulk than either of the equivalent ak-alogue or digita; implementations.
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Figure 11
Uppe- trace :Barker 13 code.
Middle tra-,e: Imipulse reaponse of baicKet-br., ~ae rr~tcxea f.lter ;zogra.rned t.)r BarKer 13 code.
Lower trace:, Autx-o-correlation (cf Barker 13 code

Figure '12
I.E. Matcned fil1te-r

Lower trace: Output. of the I or Q mnatcrmd low-ppss f:..t.er n rczonse Lc a Barker 13 code
rnoeuluted on a slightly offset carrier freque..cy.

Upper trace: Envelope of auto-correlau-or. functzcn.
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Figure 15
Upper trace: Huffman 14 impulse equivalent, code.
Middle trace: impulse response of buc~eeL-brigade rmatche,,i filter -ograz-n.ed f-ýr 4,bffiv~wi code.

Lower trace: .,-tito-correlaticn of Huffman code
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SUYM.Af

Saem practical aspects of an experimental digital M.T.I. canceller are described with
particular e.ha•sis an circuits and components for the principal functions of sampling, analogus/disital
conversion, the digital canceller which comprises MOST shift register storage and binary subtraction,
the coabiting of in-phas and qaaadrtuxe channels snd, firzaly, the digit2/an•louo g convorsioc to
obtain video signals for P.P.I. "isylasa. P.R,?. flexibility, off-the-shelf Litegrated ircuits, s ll
volume and low powsr consumption are some of the advantages in 4igital cancel 'li.r systere.

The ex;mAriental system, completed a% A.SJ.E. it early 1969, wan the eirst rtdel to be
demonstrated in the U.K. Features of this model am: 12C ranga quanta, choice of 1, 2 or 4 microsecond
qwintu pearioda, 8 bit A.D.C. and twin channel, domble cancellation. A second model with a larger store
is nearing complation.

I1, DTfRODUM TICH

The recent availebility of very leng V= shift registers arA the expectation of very low coat
peW storage element on =uch registora leads to the eonsideration of digital signal storaes and iigltal
subtraction: compared with the ao far conventional analogue storage in quartz delay lines, the digital
system I= all the advantaget of microelecttonio sys+Aw *ad also a high flexibility or P.R.P. stagaer.

The storage of information on digital storage elements requires the quntisation of radar
signals in both tange and amplitude; in other words, signals are saspled in nach successive rn
quantum and the aaqple amplitudes are then converted into binary number form by means of an analogue to
digital convt-,er (A.D.C.).

Pollowing a g1ron r-,a&v transaiasion, tle quantiJed signals as they com alcug from the A.D.C.
sxe shifted into registers, until the registers am completely filled up; shifting then stops itnt I the
nwcI6 radar transmission, when new signal nsaples are shifted into the register inputs while at the
time the praylcusly stored se"Ues rvill out at the other end. The numher of memory cells (bits) in a
shift register thus dete=r•m the nuiber of range quanta available to the radar system and a separate
shift register is needed for each output line from the A.D.C., to achieve parallel operation.

As a p-ractical example, a canceller designed for 8-bit numbers and 500 rangs quanot woull
require 8 shift registers, each containing r0D bits.

Fresh nucbers, entering the registers, are rubtrected from th, old znWbe's leuving the
registars; this tnkes place in a parallel binary subt-actor the output of which is used for further
carAellatiop, data proceasing in & computer or for digital-to-analogue conversi'jm and subsequent
disp-lay on a PPZ

The t A.... model was made to the following specification:-

Number of rwea quantit - 120

RanM quantum - choice of - 1/3, 1/6 or /2 n.m.

Binary number - 8 bits

P. *, - 200-7,000 Hz possible

Carcellation system - Two-channel, double canceller

The second model has a larger store so as to provide up to 500 range quanta for l-g range
Uparation.

2. M.7.I. CJ.VELTIM

The "bazic caerit for a czherent IT.I. cauceller is ahben in Fig. 27-1. Bipolar video
aipa2A fr= & phase scrtniti-e detector (p.s.D.) are tea into some forn of storage device - quartz Unc.
or shift register - and a subtraction is carried cut between the fresh sianals entering the store at
'I' and the stored signals ennrsing at tAf, fr= the previouz rad, .- trancision. The subtractor
residue II ia the output fram the cabceller. System timing is arr-n•-ed such that at any given 4=tant
the two signals being subt.acted are ran coincidont and thus, in principe, Zaetionary or slow-l7
movirg. targets will be cancelled.. The P.G.D. in normal uae EiveL an outp..t A.cos d% where A is the
signal arplitude ada$8 i the piase difference betwesn sial w4 the reference carrier; the cirwnit
is thermfore truly phase sensitive ,n-. :or large, YinitLn -ign•• s. Non-liciting, ialler, clutter
si~mlm wi2l be cancelled to a degree depending on thair pulse-to-pulse phase and acplitul.e stability
and the arount of corraptio- due to receiver noise.

I_
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The trzins•± u , c'ion of the single L.T.I. canceller shown In Fig. 27-1 has thu well kmncau oomb

filter cha-acteristic wtn half ainu-oidal lobes. For better reisction of clatter velocity spectra and
of "uli,' inatabili•ias, the filter rbjcction notches are bro&d-ned by the use of 2 or 3 cancellers U,
tcaM.dS to nbtain .. boa wixh a %.inz or si. 3 shape respectively: the price %ai0. for this ixrozea
clutter rejecior is of couras the broaaening of blind velocity gaps but t),s can be overcoft by
appropriate P R.F, stastr and al&a to some extent by the somewhat cccplicated. usa of feedback in the
cencellor3, to anlpulate the shaping of the filter response.

ln the s-•tem here described a cascade of two cancollers in uced, with no feedback.

Another consideration in M.T.T. ce-cellers is the losi or breakind up of aceing target echoes
du* to particular pulse-to-pulse phase corAiticos of the signels when proces3ed by the cosinuzoidal
response of the P.D.S.- this 'Blind Phase effect can lead to som embarrassment in automatic detectian
systems and m & lso caus3 the loss of ,ieak targets. OrA solution *hiah may e attractivs with low-cost
storage is the pr'vision of a duplicate cancellation chann,%! to deal with the phase-quadrature sjinalA
from a second P.S.D.; thus, if blind phase conditions should occur in one channel then a mainma %i-S1
will be obtained fro& the quadrature channel. The final decision mst 'be mai• on how to oabim the two
channol outputs: ore cat either add the two vectoriaiy, or select whichever is the larger sigeal, The
latter solutinou is much si:-,ler in terms oZ nardware and does not incur any appreciable ipal/noiee loss
relative to the vector addition method,

3. TH DIGITAL CANTEW¶ATION SYS=

A block diagram of major f 'nctions is chasm in FiM. 27-2. Tor a given cLannel, vidso Signals
from a P.S.D. are sampled in a sa.-ole/hold circuit and are then conv-erted in the analogue to digital
converter (A.D.C.) into an 8-bit parallel naa.cr for each successivo ran&e quantum. The A.D.C. supplies
these numbers to the two cascaded canceliera and the cancol:.tior. residues from the two sesprate channels
(in-phase and quadrature) are then combined. Pron the combini:n unit, in 'shich negative numbers are
first corplemented and theu the larger of the two signals is chosen, too output is reconverted to video
in the digital-to-analogue converter (DW) and can then tt used for P.P.I. display or auto-extraotion.

Sow form of interference suppression is also required because in a double canceller system a
sinle pulas of interference causes a group or throe adjacent pulses to be generated.

Other foctiona shoen in Xig. 27-2 cover the geanartijn of suitable clock pulset for the sampl/
hold, A.D.C. an& shift regi-ters circuits.

The nmber of binary digits oeeded to express the signal amplitudes depends on the asRunt of
clutter cancellation which must be achieved to suit a particular radar system. A fairly good radr/N.TI.
system ma be capable of 40 dB clutter reduction a.nd thus ww.ld operate with signa lisited, at i.f.,
to 40 dB above noise so that olutter residues after cancellation would then be equal tU receiver nos.e.
Sig.&I q.antisation lavels must be such that least significant digit uncertainties at the subtracte
output are levs than the clutter residue, Assuming the uncertainty to be I • a least significant bit
for each of the two nutbers; subtracted, the worst cae residue ou'ld be + b bit. The eha ce at 8-bit
numbers for the experimntal nodal thus gives an r.u,&s cancelr-generate Ais of ApprIO. I coVare d
with a zm&zi~ signa! level of 128 (the 256 amplitude levels cover a range of bipolar aignaus from
mex-Idd positive to --xi1- negative i.*. +128 to -128). This rutio is e9uivalent to 13 d4 and the
canceller should therefore be capable of achieving 40 dB clutter reduction with a suitable radar system.
For lo;er performance systems, with alutter reduction capabilities of s& 28 to 30 O, the binaz' number
need not comprise azy more than 6 bits.

In an•logue N.T.I. cancellation the residual uncertainties are due

(a) to the noise generat-d in the delay line equalising amlifiora, and

(b) to possaible cealin errors at the inputs to the analogue subtractor:

in practice, analogue systems can be carefully set up to glee about 40 dB af canceller residues but the
calibration of all circuits reqaira periodic checks to maintain optnm performance. In the digttal
system one still requires some setting up of the analogue input circuits, i.e. sample/lolA and A.D.C.
but tbAse circuits incorporate feedback =nd temperature compensation to ntnialae routia setting up*

The rande quantuz is defized by the clock rate in the I.T.I. oyotem. Vakn the rang quantum
equal -l. te radar pulse is the mest economical approaph as far as storage is conterned, but the price
paid in performance is scm bage in range resolution and some loss in signal amplitude when the echo
stracleas two range quentia: the latter effect i1 offset to some extent due to optical intesnation, Ca
the P.PoI., of the larger area of the paint. Reducing the range quantum, on the other eand, doe isprove
definition at the cost of Increased storage and of increasemd noise corrupt=n due to the larger ban&-
width requixwment.

In the A.S.,.3, rsofj, the rant quantum equals the radar pulse duration, and the bpll"n
prCess taheb the form Xf , car ixtegretion. i.r. tbhe stnal is integrated over the whole remp quanmum
period and the result is the,. seld, for Att coam3crsiou, durlig the next quantus period: the circu• t it
roset in the third period, Thus, three sa=ple/hold. circuita terate in rotation and suitable eutpv.
gating p--ents the successive "Hold" periods to the .. D.P.. A switching schematic is shown In luio7-3.



At the t:Lme a the initial development tUere wers no aoumeroisa .Aly A.D.Cs in th U.K*

which i nt the required speed of ope.ation with 8-bit outputs. The design aii for the A.D. C . was a clock
rkate of I NHz, ead a circuit capable of hiitter speaas with minw%- modifications when fa~ter atft
regitters Lbecame available.

iarit, possible designs were looked at and a useful cpernkentel circuit was found in as
irdustri .-- xseaarch laboratory, this being a 6-bit A.D.C. opermtiL& at 12 MHz clock rate: the circu•it
proauced 3 pa*llol bits from a 7-level comparator bank end then & further 3 less aigmil'icat bits froa
another ?-level ccopearison. The e.rly digits are delayed so that the co=plete number is availible at
the cam ties.

Since an 8-bit number was desirable, and no :ro outside A.S.W.E. w"s prepared to doielop and
manufacture an 8-bit design at short notice, it wa" decided at A.S.W.E. to modify and extend the
original 6-bit circuit so that 8-bit numbers could be produced at clock retev of up to 2 Mlz.

In the A.Sc,.. circuit, two i5-level comparator ba:ks plus the decoding logic produce 4 bits
each - see Y1g.. 27-4.

In the first corparator bank, video si.nals from the samplo/hold circtit are compared with 15
equlaly spaced voltage levele from a reference chain; the comparator outputs ax* s*robea at the clock
freaquncy and held in 'Dt type registers durinS the clock pulse intervals. The decoainG logic then
produces a 4-bit parallel output by interpretation of the number of reference leveal exceednd by the
signal. Tho next four digit3 represent the 16-level interpolation between aro' cwo of the coarse lovels
in the first comparator bank, thus a total of 256 levels can be obtaived. The interpolation process is
-carried out by subtracting from the input signal a voltage proportional to the number of reference
"evola exceeded by this signal in the first corgarator bank; this differenca is the amount by which
the signal has exceeaed the nearest reference level, and this amount must be expressed in terms of Lý
finer level structure (16 levels) by the second bank of 15 compra-aora and itu associated registers
and logic.

The difference circuit shown in Fig. 27-4 is an integrated eirauit differential amplifier with

a gain of 16; ots oput is therefore of a magnitude such that the second bank of comparators and ita
reference levels can be identical to the first bank.

Xeazuted perf•n-ance of the A.D.C. indicated that the 4-bit parallel ccnverters coild operate
at s32soa approaching 10 Wt. The critical component is the differential amplifier which goes into
saturation from the onset of on input signal step unti! the appearance of the level sumation signal-
the amplifier remaina saturated for an additional time of atout O.5/tw and then slows to its final
correct output level In a further 0.2Ms, Using this type of amplifier, the Waz1Xm A.D.C. apeed in
about I V2H. lFor faster operation aaother type of difference extraction may be required, or the
difference amplifier must be non-saturati-" and have a very high slerng rate. Development of such an
wiplifier is now in hand and this should Licreame the A.D.C. speed to between 2 end 3 L92.

6, CaizAMMnow CIP2WiN (Fig. 27-5,)

The two basic functions in a canceller are (a) storage wn (bý subtraction.

6.1 Storage is provided here by MOST shift registsrs; the dynamic type of register stores data oa
the gate capacitance in each menory cell so that a leakages problem exists which imposes a lower limit
on clock rates, 3..e. the time for which these minute capacitances can hold their char'.e.

U.T.I. canceller storage was found to be a rather onusual application for MOSTI shift registers
in that clocking only proceeds while data inputs are ahiftea along and until all the register cells
have been filled up with oew data: clocking then stops and the registers mast be capable of holding the
data until clocking resumes after the next radar transmission.

The problem is very much less severe nowadays dut to tho availability, on the market, *f d.c.
type MOST regi.stc-s with '00 and more bits per circuit and with mRximum clock rates of I MHz (and
possibly morm in some casen). These circuits are effectively dynamic registers but each cencry cell
contains an additional latching circuit which comes intc play at loa clock rates or %ben clocking stops.

The first L.T.I. model used a particular 24-bit d.onamic shift register w'nich at the time of
development mas the only available one with sufficiently low leakage: no useful d.c. typez were then
readlT available. In the second M.T.I. model, 128-bit d.c. type registers are used. Each shift
register in the first experimental model consists of 5 cascadel 24-bit modules, ie. 120 range quanta:
thus a complete canceller with S shift registers contains 40 modules. The number of runge quanta has
bbean increased in the second molel by using 100 or 128 bit nodules in the existing sockets.

The economics of shift, register storaoc opend on the market price of such da-.ices and at the
present tine i, is alresdy possible to _et storac for a Loltt M.T.I. system for a few hundred pounds
sterling.

For ve*- short pulse systens one must, however, pay a higher p rice: pushing the present
technique may achieve operation with 0.25/xe pulses (4 MHz clock rate, but beyond thi.. limit one ,.ou,,:U

* :probably have to use time multipldicing and circuit replication.

4



6.2 Subtraceon (A-3)

8-bit parallel digital subtraction i1 achieved by using currently available fast adders and tue
funatior A+ cocplecnt of B, thib being equivalent to A + B inverted +..

Two 4,-bit parallel adder modules are used for eacL 6-bit adder and theae can operate up to L.
4 NI: rate in the subtructoT nods. The inversior. of B, previous to addition i carried out in fast
TTL gates and the ad&ztion of ti, is couven4kebtly safe by holding the adders Ainput. carry in a
permanent 1 state,

A 4-bit subtrnotor ia currently under spozsored development in industry.

6.3 Signal Timing

It Is of course most izprtent that the two numbers presented to the subtractor at a given tine
Ahould result from successive responses of the sau range quantva. This requiremnt is set ras sketched
out below: consider the range quanta to be nurtered I to n and thus, following a Siven radar
trans•ission, th% consecutive 8-bit sigal sa es are sh.fted into the n stages of eight registers
until the whole registor bank is filled up, i.e. nuaber I and nwmber n quantum signals are stored
respectively in the nth and the first register cels. Following the next radar transmission, new data
is clocked into the ýegister inputs while, at. the sam tise, the old data is clocked out from the
register outputs: ti-ta new aen old sigmas from range quantum I appear sinxltaneously, then signals
fria quantu 2 e4c. up to n.

Logic levels for MOST and for bUpolar circuits are generally incompatible: Interface circuits
are therefore noseesary at the inputfs and outputs of the register chains. Multipla input interfacing
is a7ailable in I/C modules and the output intarface orly reqires a transistor azl a couple of diodes
for each regi•toer chain.

Recent work onM OST technoloOy has resulted in Iner gote switching levels and the problem of
interfao g sa be soled by direct MOST/bipolar coepatibility. Such low level registers am used In
the second canceller mel

6.5 Construction

A cancelar is faLrioateod on a single plub-in card end comprises 40 register modules,
interfacing where required, clock pulse bufers, subtraction circuits and output ratiming atrobes. The
experirmntal card has a copper round plane on one side and c. grid of holes suitable for insertion of
-nchori•g pins.

6.6 The Complete Canceller

The first canc,,ler, in a cascaded pair, handles 8-bit numbers frca the A.D.C., those numbers
being positive oAly; the output can be either real positive or a comlement for negative numbers, the
latter being associated vmth a state t1' sign bit.

in the tecond cenceLo.r of the casade one shift regiater chain is assiSned to the sal bit and
the othbr seven are available *or the binary nunbers: thas the lst significat bit from the first
cancellation is ftscarded.

The outpat nuaber from the .%econd canceller is normally a 7-bit nmber but an axtre bit is
generated, when required by the subtrvrtion of two larre numbers of opposite aign (the residue
being ), 128).

A second identical pair of caucellers is provided for the quadrature channel.

7. CCmmn mUaT (FI.27-6. AxD Ou1IT •ciUITS

Outputs from thv cancellation circuits consisting of noise, clactar rosiduos ani moving target
signals aprear as 8-bit nuabers ,,ich are either positive ort olemants, If negative: a ueprArate sign
bit indicctes ths polarity. Two prc*tsee need to be carried out before the final output is obtained -
firstly, tbe complementing of negative r••sbers to obtain the modulus, and then thi combination of the
wQuus signals from the in-phaa and quadrature channels by eIther a vector addition method or by
selection of the largest signal f.-on every range quantum: th, latter method being sipler is thsrefore
used in the experintal model.

The modulus is obteined from a corlementing cir*A'. toather with =tes for the aelection o
either the positive nuAber or the complemout of the negative =wber - ••is selection being determined
by the sate of the sign bit.

Having thus produced the rodulus from each chanxel, i 4oca -ison is then made of the two
numbers in a aubtractor, the ccarryW cutput of whic* indicates whic:i of the two numbers is ths vxeater;
the output selection gates rze controlled from this carey.
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The ftial result, in digital fair, coulc be used in a digitcl data processing system; the

present din, :owever, is to obtain analogue video -l-mle for Gisplav on a P.P.T. A die-tal-to-".nelo,-ae
converter (DAC) is provided, followed by output amplifi,-atlon, •eepikInZ avI interference bLedhlng.
Gating-in of th6 sit-uLls from the radar's conventional rece.o , is also psaible beyond the M.T.I.
range coveraPe.

8. TRIMl

Trials up-to-date have conriated in visual comparisons or two P.P.Is of the digital aystem and a
quartz Itne analogue double canceller. Clutter reduction of up to 40D dB has been observed with a
metric radar4.

A number of cine films have been taken frane-by-frame off the P.P.i. to show speeded up
mcvemeat; buth metric and centizetric ra4ars t;exe .sed for this type of presentation.

Fig. 27-7 shows a metric radar iisplay nithout and with .T.I. in photographs A and B
respectively: the range ,Ing is at 20 nauticel silos.

9* CO1;CWS•IO!S

Some brsic building blocks have been de:cribed for a twin cha-nnel, double cancellation, digital
M.T.I. system. Testing and evaluation of cirrcu- . has proved the design of individual functions and
System tests '.ve shown good agreemert• of the digital system with the best available analogue system.

Integi-ated. circuits presently available make it possible to design syste= with clock ratea up
to 2 MAz, and theue zpeads may be doubled very soon. No practical Mificulties exist for slower
systems associated with normav. search ra~ars operating with 2 to 10/pa pulses.

Core storage has sýt been mentioned so far, due partly to non-familiarity but mainly to the
belief that where ful)y rndom access storage is not required, the MOST shift regi-ter solution has the
edge on speed, power dissipation, bulk, and simlicity.

No further work on K.T.I. system development is proposed within A.S.7.E. Industry is by nnw
fully aware of the potential and advantage* of digital systems and has by now overtaken the work at
Jhaving derived s benefit from our early developaeU and reAalts.

There are merg possible variants of our basi.c system, some of which may well be incorpersomal
in new dengns. The following is a list of useful variants:-

(a) Time sharing of registers for the I and q channels, to reduce some of the essociate.
oirCuitr7.

(b) Feedbuak for the shaping of velocity characteristics.

(o) Raltipulie cancellers with weighted sucation of delay taps in place of indiv4 dual
subtraction after each delay - this arrangement becomes attraentive w3.th digital systems where
progressive time errors, due to incorrect P.I.F., are eliminated.

(d) •u•ntiaing ani delty of ncn-M.T.I. video signals, to line up with M.T.I. video (M.T.I.

rideo my be I or 2 range quanta late due to various delays in the digital system).

(e) Signal integration for adlitional !nterference rejection and clutter reduction - this
mew well be applied to quantised non-U.T.I. video also.
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THE PLESSEY DIGITAL M.T.I. SYST.i4I

This discussion is complementary to the previous paper, in that
it descrlbcs the development of e production digital M.T.I. System
incorrorating several of the features noted as u.eful in paper 27.

1. Introduction

The Plessey Digital M.T.I. System was designed from the start ss
part of an air traffic control radar system, the A.R.5. The cabinet
contains the coherent receivers and digitiser, the canceller ft.ame,
the digivideo (signal proceqsiag) frame and all clock and timing
circuits, It takes in i.f. signals and lock pulse and normal
video from the transmitter receivers and gives out video to the displays.
The transmitter is triggered from the M.T.t. rack either at internally
generated p.r.f. or in synchronism with Pn external lock pulse. The
system was completely developed in one yerr starting November 1968 and
is now in troduction.

2. Initial Re tnirements

The features considered essential to satisfactory system performance are:-

1. Means of eliminating phase blindness.

2. Staggered p.r.f. giving constant sensitivity over a wide range
of speeds.

3. C.F.A.R. circuits atlter cancellation to deal with unco-celled
residue, say frcm beavy rain.

4, Video integration effective on normal radar and M.T.I.

5. Velocity shaping for good cancellation with low pulscs/beamidth.

6. A ecmprehensive built-in test syste•.

3. Designa Dec~sions

A number of design decizions were requaired early in the project.

These were:-

3.1. Storage Media

In late 1968 MOS stores were cheaper that core stores for 2 uSandfaster cycle times, and for the a ze and word length ret;;red.

it was apparent that M.O.S. devices would dpvelop in both speedan4 cost so ;these were chosen. Events have -erlain•y shown the
deciaion to be correct.
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The present system is icsigned to optrate doun to I uS range bins,
2,uS pulse length.

3.2. Velocity Shaing

The choice here was either a feedback system or a multi-pulse
onpll-er. The S.C.V. was to exceed VedB with 8.75 pulses per
bea=sidth. Either method would meet. the sp2cification, the
fz.edback syotem using less storage than the =uiti-pulhe.
The comparison in complexity of ari .- e~tic between the two-methods
L marginal. The aiar trade-off is betven the 1ýngtb of transient
re: ponse and the cost of storage for a given cancellation performance.
Since the zost of stores is the largest item on the materi-als bill,
the feedback yz.tem was chosen.

3.3. lh=:ber of bits

The n•-ber of bits determines the ultimate perfor-mance of the
cancellation circuits. The Plessey system has 8 bits (7 bits + sign)
corresponding to h2dB cancellation. Thir. gives 9dB in hand on an
overall can-ellat~on of 33dB (2TdB S.C.V.).

If all the bits are kept after subtrection, the number Increases by
-one at each stage of cancellativan i.e. from 8 bits to 9 bits to 10 bits.
In practice, the most significant bit is dropped after the first,
subtraction and the least significant bit is droppet after the second
stage. This makes a reasorable cmprqoise between lose of- sensitivity
by dropping lover bits and-loss of dynamic rane by dropping thebpper
ones sad alloys is to maintain 8-bit _reeision throughout the cancenler.
The norral radar signals are digitised in 4 bits, ind-ttie14.T.1. video
reduced to 4 bits either by scaling or iogarithmic compression
in the later stages of the- syfitem.

3.4. PhaseEUindness

The syst em uses the accepted iechnique of phase and quadrature
coherent detectors., The outputz or these are handled in alternate
range bins throughout the canceller and combined at the end.

3.5. Constant Ft.lse ALIr= Circuits

The circuit in which the signals are averaged over a group of range
bins and the aveiage subtracted from the signal at the centre of the
group, was used. It is convenient to implement. in digital form.
An 8 bit to 4 bit logarithmic converter was developed to go before
the C.F.A.R. crcuit, so tnat the signal is soae 3)6.B above noise
before it saturates.

3.6. Staggered P.R.F.

The whole canceller works on h staggered clock so that the de-stagger
delays are put in after cancellation using 4 bit storafe.

Using two block3 of storage in the ratio 2:1 there are 4 possible
pulse positions and 1 different periods. Cccputer programes were
run for various perut-ations of pulses, looking at the velocity
respose, the effect on cancellation and disturbauce of t.he transmitter.
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4 3.6. St2Agered P.R.F. (contd)

The chosen pattern is wired in as a fixed program in thT
D.M.T.I. rack. She overall result gives uniform sensitivity
frcu a hundred knots or so up to Mach 2.

3.7. Video Integrator

The system includes a digital accumulator as a two-threshold
video integrator, Plessey designed a hybrid system working on
this principle some years ago; it is a simple and effective
method.

4•. Devel'oment Program

The design proceas followed very smoothly from the initial design
decisions. The decision was nade to standardise on an ixisting formt
of p.c. board and hýrdware. The board design was ratir-, sed so that,
for instance, all store boards are the same whether u, , encel3er,
de-etagger or integrator. -

The main changes which have b~ee made in the coume of development
are to include a P.R.F. discriminator, to pfevent strong local
interference punching through to the display, and an antilog converter
to improve the video contrast after the C.F.A.A. circuits.

it was round possible to go directly from the lo2i: diagram to production
cir.it board layout u.sing T.T.L. lgice vith a high probability of
first-time success.

t 5. Prototyp Testing

"Ihe boards were brought together for the first time in an experimental
rack containing a woird generator, a test highway, and a D/A converter
for monitoring.

P.aras verepltuged in one by- one and the logic functions tested ks the
whole syeit gradually bui3t up.

During this stage any wiring er'ors and damaged seri-conductors, eree
located and dealt with.

Some logic errors also appe-ared during system tent that were not seen at
the unit test stage.
Expe-rience during the prototype testing helped with the design o0 the

built-in test systen - details of this werz not made Zinal until after
thi prototype was workirg.

4 The main development problems were with the analog/digital converter.
The aMlifier linking th,; two stages of the converter is subject to
overload and hence paralysis - it is not easy to meet the slaving rate
specification. These problems were solved and we now have an 8-bit
convers;on in 650 nS. Some care has been taken.with screening around
the A/D converter. This unit is in the same franc as the coherent
receiver to avoid tilowle from earth currents. The output from the
converter is at a balanced• logic interface -rhich gives enough noise
inaunity. The prototype D.R.T.I, works quite happily a few feet from
the transmitter, without aiw covers on the rack.



6. 3idilt-in Test 'yste=

Ihere is automatic cn-line testing of all the storage and arithmetic
functions of the caneeller using test uords normally gated fro:& the
input video. Triaungular tent sigaals of ,it,%er fixed or alternatinzg
polarity, are available for use during rault finding.

La=ps indicate errors; repeated error3 cause alarm. The psttern -

of-lamps which light identify the fculty card which is then replaced.
An 8-bit D/A converter allows an-uteilloscope to be used to examine
all the test points thruga the system for a conventional trouble-
shooting procedure.

7, ?r-_ formance

The systems shovs a r"egular 29a sub-clutter visibility in the field
with 8.75 pulsesbe-midth- and gives - a particularly clean and
attractive display, as the slides will show.

8. 7uture Development

Plessiy heye designed z. flexible set of • which are to be sppiedme
widely. Th -firs•t development is to incease the speuid so as to
operate with a ltýS pulse length.

Xmp-raved methods of digivising radar signa~is and of gatiug normal
radar and n.t.i. cuputs -4.L be siugkt.

-New-R.O.6. stores will sbortly-be avai24l*b-whvich -interface-dixeetly
with T.T._. -This _will sAylif• tie store •boarde andgive-a useful
iipro°eenet in prope ;atio •time, ax Ie willeimiintese he interfice

logic.

9. Concl~usioai-

A system h . +been described vhi,. ;lthough vell within the st-t. . .of the -

art, has li~n - ow.oligated width .11 _tle -engPi Deerinj- fesatrets wich
make -it -a thcvoughiy prscticalI piece -of equiýent- it is -seen as the

first of a ±ULIly of digital i gn.I rocesiing systems from Pieuso-.

m m m • l II m m -l I l m m+'• • . . . .: . . . +• ++ 7 + : . .. ++ +-+ ++ + -. ++ -+ + +- - . .
I II II I I II I III I I I I II II I I llmll• mmla
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1NXf11O1k, DE TitAITE.EU DIGITAI, DE~ ýiJ;NAUX MUNOPULSE EN PRESENCE DE CLUTT1ER

Henri G.P. FUk(E3I'Iit et M*ichol GAUDk{ON
THROtjON - CL'ýF
92 IRagneux, Frttncu.

On so propose do d~crire une nmthodo possible (ie trn-ite'ýipnt diotita1 des si~gnaux radars en prdoence do
clutter et destin6, en particulier, it l'exploittition monopulse d'un radar pour !equal le niveau do clutter
pout *trs trbs diffdrent dans deux lobes adjncent!i d'un Mýre aehien.

Dana co traitement digital, le signal de cliaqit citnal du monopulse eat cutd6

10) en amplitude dans le rdcepteur MY' avec une grande dynamique en utiliaant une repr'4sentation en
virgule flottante.

20) en phase de fagon analogue au proo&d6 de k T I dit it "codage do phase" et coci our 3600 do phase.

L'dl1imination des dchos fixes ot du clutter so fait par resolution do triangles dont on montro l'ana-
logie avec Ie M T I lindaire h simple et double annulation.

Le signal do chaque canal do monopulee ainsi traiti oat finaloment utiliad pour calculor num~riquement
la direction angulairo do la cible pour en tirer salt l'altitude pour un radar do veille, soit 1a velour dos
erreura pour un radar do poursuite.

Cotte mdthode a dt4 appliqutdo h l'aido d'un petit calculaetur pour dos mesuiros d'altitudeosur ciblo
ddsigndo ; oil. pourrait dgalement 8tro utiliade our rndars de pouruuite en permottant tine digitalisation
toujours plus pouss~s du traitement du signal radar.

1. INTROUDUCTION.

La technique monopulso repose sur Is mesure simultande et In comparaiaon des dnergies rogues par deux
diagrammos do rayonnement distmncts an mkie as4rien. En prduence d'une cible ponctuello cette comparaison
permot d'en tirer uno mosuro angulaire relative et d'effectuer tine interpolation entre lea directions des
maxima des diagramines do rayonnomont. Il en rdaulte doux applications principalos do 1-i technique monopulse i

- Ia mosuro d'altimdtrie pour lea radars do surveillance tridimensionznalsaet

- I dcartomdtrie angulaire pour les radars do pn~rouite.

En prdsenco do cibles multiples situdes It tne mime diatanco tel quo celij exists dana lo cas Vajn 6cho
utile noy6 dama 10 clutter il eat bien connu qua 10 niveau do clutter requ pout Otre trba diffdront ontre daux
lobes adjacent. d'un mime adrien et lsa sparation du signal uitile et du clutter dana cheque canal du monopulse
pout rendrer difficile la mesuro prdcise des driorgios do signal utile et mfime rendro pou fiable la comparaison
do con 6norgios si Ie traitemont n'a peas AtS oftectu6 do la mgine fagon dane chaquo canal.

Four assurer lidentitd du traitoinent done chaque canal monopules, los mdthodea digitales a&ont particu-
libarement tontantes du fait quo, procddant par calcule numdrailues, llidentitd dos tranaferta dana doux osnaux
diffdronts pout o'obtonir aiadmont avec une oertaine rigueur.

Comme pour tout traitemont do signal radar visant ha 1 'dlimination des dchos fixes at du clutter on eat
amen4 h faire une erplaitatioxA cohdrente du signal requ tenant compto do la stationarit.i caractdristique do la
phase du signal rovu par rapport au signal dmis propre aux dohos fixes at au clutter par opposition h une phase
6volutive pour des sigrawx ddchoa mobiles.

Nous noun proposons do ddoriro une mdtraodAt possible do troiitomont digital des aig~iaux radar an prdaence
do clutter ot destindo h l'exploitation monopulso. Cott* mdthods bands our la reprisentr-tion veotorielle do
Fresnel des 6aorgioa rogues effectue Ildlimination des dchoo fi~es et du clutter en rdaolvant des relations
vectorielles It l'said' do la trigonomdtrie. Commonede d16tre 6tudide en FILANCE h lat THM1Ot~N - CSF cette mdthode
a. ddvoloppe actuellement selon doux diroctiuns ccrrespondant aux doux principal.. nppJ tostions do Ia Technique
M4onopulse.

2. PRINCIPE DE LA NiE1IODE

La indtbodo 6tant bands ouir in reprdsontation vectorielie de ?RIESNE d'un signal ;omplexe coanpoa4d un
signal utile dO h tine cible mobile en prdsonce de clutter oxaininons plus en ddtail cotte reprdsentation.



Conv~iddrons uri sigiul compleze compoad d'un signal utile du h uxia ciblo mobile accompanid d'un singnal
parasite du & un 6obo fixe situd 4± Iii mme distance que la cible mobile et illumind sixuitmndnent h la cible
aobilt.

Par rapport 4a u~e rdfdroiu.e de phase conatitude par Is CHUO hF du r6ceptour Is aigoal revu sora reprdoent
par un veateur 3o~e do deux veoteurs composants

Un pLIoier veuteur OF d'amplitudo f at do phase OF revrdacute 10 signal p~araxite auquel vient o'&ioutez
1* waetur IN d'amplitude a et de phase 0Mreprisoatant 1. signal utile. Par difinition Qp ost constant taosdi
awaQ tourne X l& viteosae saugulaire Wd 2 a F4 (Fd 4tst I& frdquouce Doppltr asso:i.6 h Ia cibla mobile).

Conbidgrons rnaintemna~t deux rdcurrences radar succosaivev.

A i& Prmnibre x-~currence on a

- un Vectwir OF fix* de, phase Qp,

- Un Vocteur FMI do phase GMI

-- 1. vcteur rdwsjltant ON,~ reprdeautant Ie signal regu, de phase 4?1 et d'amplitude r,

A 1. rdaurrezice muivante on a

- un vocteur 0F fix* -1o phase Q; identique sau prdcddont

- un voctou., Yt do psaw: *2

- Ie vecteur reoultant (U12 reprdentant I. signal reu do phaso y2 at d'amplitiade r2

Sur I& Fig. I on~ a les relpbAws angulairea eulvanteet

QN2 ~ ~ ~ d~l (2) -O -W T :

kF2 1 2 1# 2

NJ1N2. r, ~r-e2 -2 ri r2  oa" vi? (3)

aameperant (2) et (3) on pOut aoters

MI K2 M1 Medipemd quoaeaet st dwoacrprdeetatif do lacible utile

qu KI M12 oalt accessible par csaiul & partir-di -signal reu, pufsqu'it ne d~pefd quo do rl 9r2 V1st1

Pour eapliter 1U s~dthode 1.1 faut

-A ch.dpze rdcurroooe coder I* 'veettr CK en amplitude poar micr et a% phase pour avior

-A cbinpa rcurroac. offs-tuer une rdsolutism do triangle (3) pour calculor M, 112 =rdaroeitatif do a

-2.2. C0DW& DIGIT.I VJ TETR O1

Le ieotsur ON set codi eous Is forum polair. an use soplitude r a (K)j 91t use phse if

L~e codWg Wuiplitiad* aloftectue duno un rdceptour moysane frdqusnc* sa'paruitamt k tan zdcoptetw
la~zi.Ukatue (Fig.2) dont ebaqu dtage surait un gain do 6 dB et arait une coroctdrixtiquo lindoiri par am
tacins 6 dD.

I.* oodage dfampltude utilies us. reprdaentation en virgule flattant. en baee 2 : I& c&motdriotlqu
itant douozs par Is sombre, d414,4p pour lequel. on a franchl. l0 sull wrorrepandet h Is, limits MP.( I=e doLi l~I& corwctristflqae do transe):rt lln~aire sus, su nola. 6 dD. Use fts I& oawsctdritiquo codde Un mucl'.plex
difinit; Vd6ta our lequel on offecttae 1. codage do 1. mantisee 1i5ala"s.

I* principal arantsg. do ce codage d'emplitudo an virgule M mamte r~sdo de dns 1* graft eqduismique
(do I Oordro do 80 4S) cur laquelle pout s'effoatuer 1. codage.



Lo codago ie phase sleffetu~s danaus dd tseteur d'amplitudo phase ontre, ia sortie limitio du ricopteur NP
ioganti.ique st is. rerirence 45ii11e par is ctii mY dui rcopiour. -14 d~tectsar .MpiitUdO passe @at daitp
q-ixtre quadrantos awee rdfirme oen phase et an quadrature I il, ea. lindariad daw a i voit en phaasaet dens ia
woU an quadrature am~ 4--,G Une iogique permet do ohalair Is uausfrant et la oaraotdristiqus lin~airs it coder

1 ~do f4oa i avoir us codueg estibroseat liniaires ur 360*. NA fait i. slagit dui codeur utiliad aur lea H4 T I I
oodajo di phase 1 qui a 04d prisaetA ou XV trflsiwai Symposium do i'AGARD en 1968.

2.3. RESDLTION D:J TIRIML AWlE

La riaouution du triangle GK1W.2 r~effectue "cu fore d'un calcul =6nrique dor at M14 F41
Los grandours itant coddes en virgule Liottento il set tout naturel d'sffectuer ion calcula en digital dona
I* format v4.rgule, flottast*.

* La& foragle clasajoy. (3) do rdiaolution dui triangle conduit normale-ment & 5 aultiplioationh at 3 additions.
ii In wirguie f~lottinite Is multiplication pa 2 eat trivkale et pour Is fonsule MI 1H22 = r12 + r22 ZO CO&r Yo I12 (4)

posut !4tre uo("Mvd posi rir ur, calcul plus rapide an 3 multiplicationsaet 2 additione.
NMq 22 =(r, + fr) 2 - 4 1ri r 2 cvs 2  (5)

2
i w±+ soloaquo Isequadrat do%12I ~y'12 eat uns foaotion tr?~e simple do 4M12 acitA

Y¶2= - Ri2l PO~ 1"121 co=prisenmtr 0Oot

9h12 1- V121 tU~W jTfl2 comprib *!ntrv -IL Ot 9.

Pour is caloul en virgule fibuttante il amr co.aode d'utiliser un. table do 4008 2 '1,?-drsssds do fagon
indiretot par ?f12. Do plus ai t % at codd aevo a bit It table n'azra quo 4~~ do logm!u."7

2.4. AZ&LOMX AYE U~ L!.I.

Es roweviot it Is, Fig. I e- 0 POS Ietaut lea Points K1 at N2 our -s mes Cpar ezeupl or1 ae do rdfdresoe do
phase) an KO1 et K12 il @at facile do voir lanalogic: avoc Is NTI linduirs-dont Is sortie dui ddtectour dtapli-
tude phase serait us, signal proportionrul lk ON' n, .Is touttle dasnaulat.omn offactuent ia soustraction -'*'? -

I ?ciitefoin is aitbode de triangulation prdsente do=s aventages; i

I - Dui fait dui codageoet dui calcal. en virgule flottante il. est poesible do tnnvailler dans uns grand*

DuN fait do is reprisentation.-vectorielle -n. dritaý Ie problk&se des phases awsugles (cas dui vectelw
r ~M Y1P2 porpendiadafre & l'wx do projection) qu. useat Sdiadralement rdsolu. qu'en utilisast dams le i4T1 dour

YoU-s en quadrature (projection mar dour are orthogosass).

L'artrapoiatias do 1' iahlosie wreae 3fI* M lidaire ou cas do I& dwable azmuation pout conduire k us
parfeoto Asent-do l~a mdtbkde initial* do triangulation. ii an wdaulto-unes Atb~od do double triangulation

U tbdo de ouble tricasgltios on considl~o 3 rdcurrences succeaaives; aeac lea trols; vecteura

X142  40I~3 et W3 11. Pa-r o"alo6l0 ame leN M I & double annul -tion .1 set possible d 'ervisager 10 riototir

-I2 pour colt ooasddnwoax 1. Point N '3 syadtrique do N3 par rapporEt K 2 on a s

9 1 W2 - PN AIRJ2 + 91P3= K.M1 N 3  (6)

16u doan utilixont leatriangles MI 2 M3 e- MI M'3

1XI NY' - IN1 ft2 1 + lb2 M3j17 2 I'l 1N21 kK'31 c~s 0

-NN1 IN1 "21? + Ii 2 M ' I 21jM3 cca (n-~

I Ou on difinitiv.

+ 2M
(R N1N', 12 

- 2 (4?2 031 )
Dons ltippl.cation do cetto sdtbaod do double, triangulation il fout i, chaque rdcurrosce

I~ W- Efotev do=r rdisolutimn do triangle come ivAdi.jut pric~ddmazt

- Ndsoriser, =des riultats (7

- fIb scldd Is.rlto (7



&I rO~ ivec If. mi T I lindalro hi double aflnuilition au royen dow la projection vectorielle aur un (oti
Je.z axea) I'ait en outre mpafraltrv u!. cus piarticulier d6 phase aveugle loreque M, et M-3 sant symetriques par
rn,,ýort hi iMieo loran-ue M, at M ' s ont confondus * . Co ca eat indlicalable done Ito fonotionnement du H T I tandis
quo dana le cms dii caicul dty triarigt;:ation 11 domnoe livi h un r~sultat nul on double triangulation et un rdsul-
tat non rail pour lIs simple triangu1,,,.ton qui 6mt on fai~t un sous progrannet de ia double triangulation un teat
logique igur les rdaultats piirtiel3 et finauz permet aistimont alorm le changemont do programse pour repasser onl
simnple triangulation.

A. PPLICATIOJN DE1 LA HhE¶110I1 1DE T,%lANtiiLA.ION AU 1M0O~PtILSE

Dana l'ezploitation monopuli,. d'un radar Ite niveau do cluttmr pout 6tre tr~a dift'Arent dans lee doux lobes
do rayotuzmeent id~calde d'un mdme adrion cecd eat notaxmnent le ceo loraque le d6ca~lago a lieu en slte, le fain-
.osau ban rli~quant doe recevoir plus d'dchua fixes ou do clutter do Bol ou do mer quo le fnilecesu haut tandia quo
ce dernior risque de recevoir plus do clutter de suirge quo le faiseoeut baa. Dana can conditions le traitement
do sdpa~ration tio l'dnergie utile at (to 114nergie de clutter dolt atre effectud do famon aussi idontique quo
possible dams lea doux canaux snonopuises h comparer. La mdthodo do triangulation ddorito travaillant cur doux
mesuros IL deux rdcurrences successivos darte Is cao do iasefimple triangulation et sour trois menures It train
rdcurrencea succoessives dane le can do lIn double triangulation paralt bien adaptde sit probl~me monopulmo cleat
pourquoi des dtuds aso poursuivent pour en fair. Il'application au deux grands can d'emploi do monopulso.

3.1.* APPLICATION A UN RADAtd DE~ VkEIL~I

Une promibre application an cours d~dtude concerne un radar do voille avec un adrien At couverturo haute
ot couverture basso ilana l'ozplottAtion duqual on recherche h pouvoir 6vpluor i'altitude do ciblos mobiles
d~wtgn.~os h partir d'une console P.P.I.

Sur Is console P.M.. Ia cible ddatgndo eat ontoartie par uriC fonfltro qui ddflnit un rectangle en distance
ot azimuth h 1 'intiriour duquol on effectue tant pour in couvortur. .. quo pour Is. couverturo bnusso Io
codage en amplitude du signal roqu. Par ailleurs lea codagos on phase sont itffoctutis dana lea M T I ht codage
do phase du tyne ddcrit dants t13 qi 4 quipent lea doux chalnos do couvortu,-co. Los rileultate de coo oodagoa
sont envoyds on fin do rdcurrence ht Ia m~moire d'un petit t-mloulateur. Ce petit calculatour 10 010 do Is C I I
(.ompagnis International@ pour 1' Informatique) roqoit dos donndos tant quo duro la fonitre do ddsignation on
azimuth ;loreitie cetto 14nltre seat referae to calculateur effeotue lee rdeolutlons do triangle pour len 4choo
re~us il on rdaulto doux suites do rdcultats

- uno suite a j doe carrds doe soctoura on1K n couvorturo haute

-n Bsite dos carrds doa seotours e r n couverturo basson-1 n

Chaoun des termes do ceo -is - uites oat roprdaontatif du csrrd du vecteur correspondent At l6nergio do
Iii cible mobile diunn is car;' - .ddrd avoc une pondiration correspondent au diagrom.o do rayonnoment on
azimuth do Il'ntenno on rotation. Ii eat alotrs possible d'diiminor do coon doux suites lee telues qul aursient
donn4 lie'u h~ une prdieiion moindro done P'un. ou llautre does triangulations (coci h 1e.±do do critbrox eur of12
iu I 'amplitude dec tormoo compards h lour moyonvio).

2La ecesation dano chaque suite do touc lee terfee roetants donne h une ocnatanto prbs use moyenn* poraddrde
do in5 ou I~ la pond4ration duo su diagramm. do rayonnoment en azimuth donnait plus do poida aol masures (ot
dono auxr rsui tate dos triangulations) corroupondant au contro du diagramse do rayonnhment on azimuth do
1 'antonne. Le rapport do coa moyonnon ponddrdes pormet dto oalotler Is *ito do Ia. cible mobileoen passant par
une fonction cornue d" rapport dee gains dos diagramses do rayonnewent ddoalde on alto. Une foim oonnu I& site
do Ia cible Lnobile ddaign.$o ot an diatance ii eat alors facile d'on calculer l'sltitude at do is tranamettre
an digital A Is console.

D~s fait do In faoible viteaao 4u calculaetur utilisA on virgule flottar-to at du grhnd nombre do triangles
It rdaoudro 1s programse couplet duro plusioura socondes sale route infirieur it une rivolation complite do
lad~rion flu radar do voille.

5.2. APPLICATION A UIN wAbka Dk; e~tU5sITE

Una asends application Agal,:nsnt on coura d'dtude concern.t Il'cartomitrie angulairo dlun radar do
poursuito. 11 slagit do caiculer recurrence par rdcurrence In valour mmuerique dos erroura angulsiros par
rapport h une cible mobile en prdsonce 10o clutter.

Une virnri~re liffi~ult6 Intorvient du fsit -tuo I'on chercho h omszlr cotto errour pour is ciblo mobile
co qul rinque do dormer dmjns Is dingrnawt diffdranca uric tr,':s faible valour do a pour une valour non ndigli-
goable do f . Your 6viter con inconvdnients il convieat do travailler non pas soir doe diagrammes somme at
diffdronce co-me cleat le can an g6ndral naa, stir Ion dicerammne 4i*-tentaires. Noun considdrerons done 1. can
du oronopuise ht 4 lobes :doux loben ddcall'ns en sit* at doul lobes ddooIld. on giasmont.

Dii fsit do Ift poursuite on dlialnco to coldnge devra Stre offoctii eimultandmsont our )os 4 lobes at pour
pr~servor 1,, temps rdel lea tria,.~ul.itltons dovront sleffectuer on moi-,j d'une rdcurronce ce qul correspond I
4 r~Ar.mlutiono do triWesgo +vm.a Is cani do Irk simple tri~ravulation et ht 8 dana le cao do la double triangulation.
11 en rdsulto I-ilune opdration le trinngulntlton djoit Stre errect-,uo ontre 10 siz.bso ot I* vingtibme do Is rdour-
rerce. hn utilisant J&oux 3,r~te-.,r.j digit-tux orf: ctuatnt

- I 'ur 1 nddltion~ mii 1,, moualtr-ction --n virgulq flottnante

-11 wtrarn ml' utiolid ,tinl mu I% lityiston ion virgule riottiuito
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11 tst possible dleflf.ctuor an virgule flottanta une u-,ration 41&ontaire d'addition cii do acia troft~on at%Uu Qp~rayi,n do mtuiipiicat-icn ou as aivision en qiieiqies micraosconaes as qui-, pozuoe 0.0 reoudire Le prcbiowe
h condition d'uetillsor ian por~ee cabid at une table do forction trigonoxdtrique on format virgul* floitante.

Lee rdsultats des r'solutiona do triangle domment lea carrda des modules de vocotuzrs reprisTntatits do 14
soit pour dour lobes £daigntgs X ot Y lea quantitds w2 at m2

L'erreun rdailtsnt do la co..paraiaooz dea lo~oa X ot Y serait normalfenntI = --BXz. (8)

amou an =tipliazit le nuodratour et le ddnminatour 4u terae do droito do (8) par *2 + my

a__ 2 1-a2 m~. ~22X
OxZ3MY (m + my)2 m.2+ w2+ 2amym

Pour uno tireir nullu am faible :3 ax m ussi prendronas nw.-sus 2- ieu do c isa quantit~g
22

cs qui peruet d'dviter d~avoir k eitraire des raoinos car -4es.

4. LIMITATMIC'S DE LA IIW3MDE

Darw a.Vitat actual Is Ia. teclaniquo la. principal* Limitation somble se situar au. nivoan dos zodagos. Il
set bion sur ivident quo lea rdcoptearx doivent avoir Isa qualit6 monopiilaw.

Pour 1e codageoen p~ane actuolleonent bios conma et pour des dudie. d'impulsion do l'ordro do Isa micro-
aeconle 10 codage AL 8 bits pour 31600 set chose coumazt* et um codage L 10 bits eat dft domaino dui possible.

Pour Is codage en amplitude Ie codoe" do la.a caraotdrintiquo no pose pas do grom problime, celuli do 1La
metiaae s'effectue aotuellegaant aur 4 ou- 5 bits at 'an codage mar 8 bits eat du aJains~re dui Possible.i i ~ Lorsqu. Isa largeur d'iapalsaion diaminc on de~soso do l~a microseconds 1. codaes rapids deviant pluas
difficilo .t Io ncabre do bit devia. Stre r~dui't.

a ~Lo foible nombre do bits do codage aigaaificatifs possiblos limits la.a prdciaima dos domadee d'ontrdo dui
osicul. 11 seat ik romarquer quo Ie format an virgule flottante diliiaro des donndes dont U~ quontification
n~affecte quo l~a prdcision relative at non. l~a pr~aision. abeoluit.

Dana los calcium emx-,Ctea par. contra on no so- zrouve plus limiti on giniral par I&a loaguour des not*
at souls inter,1.smnngt let isp~rn 4 fs do viteuae do-callzl c* qui-conduit & utilizer doe tables do fenctifte
trigonow4 triques qmi devrout avoir we &:4tision suffimante done nottemont plus do bits aigaificatifs quo pear
I. codfto.

L'Atude, dos orrours duos & la.a quantification cii &ux calculs; peraet d'optisiser ces derniers et do tromwer
does ritbjrea qui serviroat ;, 4itminor los r~zultata qui. risqueralwet d'Stre pW trap orroandi ou coux dont lee
orrers= no pamwTritilt peas Str rddzaitos par un filtrego ultdrieux des risaltats. Ce filtrago ultirieur ost dui
rest. toujoura 3ombaitable et ndcossaire dui fait quo lea calculs pernottent dlobt=nfr ian rdmaa~tat par i~ebrronco
correspondant h ia dobantillonnago k uns frdquence trbs nettosont aupirieuw-e A 1 utilization kabituofle.

4 .,. COELUSINS

t ous; arena ddcrit aune nouvefe x~thec4e do tra~tteent da signaux radars en prisaace do clutter, mithode
adeptde It l'exploitation nomopulse d'un radar.

j f ~ ~Cotte sdtbodr. do calculs nmidriq'ass trig.aamitrique so ddvol~cpp actwellement solon lea grandem appli-
cations de la.a technique ucoopulso. E11. po'a-rait onvrir 1%a voie vera =e digitalization toujours plus pouaaed
dii1 traitemolt dii 1103igna Ilinftdrier sAe des radars.

6. RM=RIDUOM5

Lee autours tismiont k&1 romeir Monsieur I'Irgv~nieur do l.'Air DkaaRCA dui S T T A q'ui le premier lerr
a don-A l'idde do base do !a udihod* do triangulation ainai quo l~a Direction T~echnique do la.a Division kadar doj &rfec. do la. iAMSt - CS? qui n'a. coso" do los ercourager et do lea Astister doen l'Rtiade qiai non, ae.
permsi do 47ous prdswater.

Cott* dtude eas+ pertieflament supportde pAr Isa Direction )einistirielle pour l'i~zemmint, Direction
Technique des Constructions Mironaaatiquo, Servize Technique des Tdldcomuniontions do i'Air.
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SYSTE!E DE TRAITEMENT ASSOCIE A UN RADAR COHERENT

POUR MESURER LA DISTANCE ET LA VITESSE RADIAIE DES CIBLES

par
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FOUR HYBURE IA DI2ZSTM NP! LA VITSEM RMA~fL3 DES OIXMa

PAR 3. MMI!~

THOKSM-OBP

92- W(AAKOF

I~los radars ooh~rents &bias. frfqueneo do wdourronce pae~tteat d'dliminer les Sohoa

parasites dont la. friqueaoe Doppler oat faibla, ii. fournizsent let distance des "ibles

utile., waais en gWnS-l la. vito... -'adiale do oes oiblos niest connue crlaa ambigultd#

TA systire diorit permet do mesuror I& vitaess. radiale vraio d'un mobile, il set assojih

&un 6metteur cohdroat qui. module llo~o 6mis. par daux trains pdriodiques dtiapatlciona,

a4pards an temsp par un intervallo b~aauooup plus faiblo quo I& pdriodo do r4currenoe. -

Le iraitoment A la r~oeption oat am traitomeat lindare, ce qui perwet d'dliminer los

dehon parasitee, il utilise doux-ditoctions gemohrones pour conservor l'informaxion do

phave jusquIA Is. fin du filtrage.-L'ambiguTti de distance Introduite par la forme do

-1'onde fmise est lev~s par une opiration logique tandis-quo le lever d'amb~gu~td do

vi~esae eat obtenu par mosar. du d4phasago eatre los dour-trains d'impalsic"~ qui ont

Atd rtifldchis par Is. cibe..

Un radar cohdrorit A busse frequenice do r&-=urece perrmet dtdlimlner les EWoboa fixes;

il fouronit la distance des cibles iaobilee, lea vitesses radiaies ne pouvent @tre connaus

Qua do mwi~re ambigi-f. sauf dans I. cas particulier uEL Is longueur d'onde est grande

ot Is. port~e maximumx rdduito.

Or, lea s~yattuos 4 traitement de ltinformaiion qui sz?"k associds au radar pauvant

avoir besoin do ccnaaltro !a vites-te radiale.

Is ayetime. quo r-iaa allons ddcrire pormet Alobtornir la distance, la vitesec rai'ials

des dehos mobtiles at simaultandment il assuro un taux do r~jecticn des dollos in

trhe 6levi.



Le vignal iais eat constitud d'un.. onde pnit diooupio par deux trains d'iupulaious

identiauea, sdpardS l'un de Itautre par wi Interva~ll do teuaps 'r petit deivaut l&a

pdriode do rdourrenoo T qui oarsotdriat ohaque train d' impulsiorta (voil figure 1).

La pdriode T du signal imis eat f~rnotion do Is, portde maxim=.~ quo V'on Veut obtenir,

COMING dans tous lea radars wane amblguTtd do distance.

La lirgsiar d'iupulsion obt fonotion du pouvoir do rdsolution an dist'woo oLorohd.

Et nous siontrorona quo l'intorvallo do tempo 27 sdparant, lea doux trains dliupulsions

difinit I& plags Doppler hfd -mar laquello il eat possible do momurer I& frdquoeo

Doppler des cibles 2

A fd

A lar~opti~, 1 sinal e dban ioa; I@ -Pam f'ohan-tillonnap eat-smeibloton

p111. ptitA quoa- I&-largnu des aiapulsions.

Leai-dobantiflons Aistaut. di Ia pdriodQ_.v ctrgou pd. M 41 fago Atre traites daao

doesfiltres nmudriqueos.-too dewc-taioinr dia'piasions r~tlohis, pwr me -cible seount

d~ron traitdo-den. dis v~oios udpardka.

IU eat posbl tie laore biouirwu"ue isi fcrto-yajection-dioadohos fixes quo

-done un- radar oohdbree. doui .2s sigoal bdia eat emoetitud pai,-us -train d'ilpulsicn

non-iodald en-phaew.-

L'jg filltres nmudriquaos moat ligbroeint ditfdrouis -do utilisad coursammet pour

t-liminer loi 601w. fixes ; i19 mont OAMUorAOSS par-1. fait Ztie li frdqvenoo do sortie

di 1' isformation out 'beawcotp plus faible-Quo Is frdtjuoodowurec ixaa.

TA temp. d'obsorva*.on vat Aiviod en 1rirtwal~les joinitis do duned -0 1 caque

iflteryalje conetituje urn oycde dofiltrag. ;li pirijode do sortile des informationa

filtrd. oatBI
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Chaque train dtimpulsions req d'.aio ciblo au cours du cyole do filtrage sat multiplitd

R, paw uno fonotio., do pondiration h(t), 'a sligal ainsi pornI6rd eat ddmodult par doux

ddm'2dulatowsr aynohronoo travaillaxrt an quadrature at 10 rdsultat do cotte ddnodulation

set intdg'6 dana un Irt4grateur numfiriquo. La fonation h(t) eat la rdptonse impulaionnelle

d'un filtre vaseue.bas ; It sortie do 1' intigratour nurn6rique ddpaaqora un certai.n "nidl

ai I. prcoduit do la dimodulation oet un signal dont la friquance oat voisino, do lUf friquonoo nulls, ou d'un maltiple dos I& fr~quenco do rfourrence.

Si Ilon ddsigne par H(f) la tr:.neforuide do Fourier do h(-b", on pout. considdror quo 1.

mysalmo eat iquivalent A ian filtre dont 11a r~ponse en fr~acnenco oat JH(f - fj 12

fi dd6.ignant la frdquonce do dimodulation.

Pour dvitor ian phdnombno do pheaas avoiagles, il y a deux ddwndulatourxaon quadrature.

k ~Plualeurs filtreo, identiquos dont loa frdquencoe contralos fi, f2, f3 a.. sent MI~OU14o8
do fagon & obtenir ian idger rooouvr~uent des plaiges do frdquonco peralottent de ddteotor

lhe sigaaur sur l'onsownble do Ia plage Doppler utile. Lu achfna do rriynoipe diu vanoF do filtrear out donim en fig,%re 2.

La figure 3 doann* la, fonetion do pond~ration h(t) et l& fiffure 4 1A' atodula de sa

-transformio do Pburior.,

I& figure 5 hdque I& cowrbe du. r~ponse-en friquanco do l'unmembls des filtios.

___U DEI ITNEL EL QECDOPPLER

4.1. WuNea rdoe ladiatanco

Le, sigual 4duia sout cospoad do doux trains dlinp~zlsions at lea filtres qui traitent

us uipaal sont sonsibloment adaptds & -an train d'inp'alaions ; il en rdculto qu'iira

but mobile donne doux riponses dans ian filtre Doppler, et cue r4Dor.nes con. sdpar~es

Lesyt~m d dcaio d: p6. nel a eat indiqu6 sur i1: fig-re 6 :rmet d extrairo

Is4xac oI il nfunsatIIiatat ssga msa ssga au



4.2. Mem&ro ('.a la frdrunono D--p1lýr

En dderivan'. le fiitrage, noun avons indiquS rulun filtre utilisalt Ieux ddmodu-

lateure symchronea. toes signawt de ddmonadxlation cant it la A=m frdatieone mais oan'

tine diiTf5rence do phase de T

Le prezier but renherchd ost d' vi tor tnt phdnom~nti do phases avouglos. Montrone

qa il oct, Sgalement possible de cownaTtre la fr~cuor.zt, Doopior dos aibles.

le ayst~ne do filtrage pernet do de-aolor tnt offet Doppler ; la frdquenco mnastar~

poeut cepondant diff~ror da calle do la cibIc d'uns quantit6 k fr imultiple 'Ie la

.:4quetroe do rdcurrmAce, k 6tanttnt nombro ontior quo Voan vent oonnaltro.

Pour cola faisona 19hypothise cnue la. fanctian h(t) eat pairs, cola W'est pas una

m4consitd mais simplifie Ilexposd,

Consid~rorns un 6cha sitti4 dans he premier filtre I dona Urn Aoho dant la fr~quenoo f

eat teles quo f - fi set voisi'i do kc fr. 14 signal requ as compase de qaaatre termes I

Pour 10 premier train d'impulsions, ý. la fin Cdo l~int~gration, naun avane

i -n r

at

h' T) si 11f-IliT+

Pour 16 secand traits &' impulsiona

i + n
a- ~ h(i T) cos 211(f- fl) (i? ) T '~

-n L

i w -n
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En tenamt compte du fait que h(t) ant maire. i- viont

i - +n

A V i T) con 211(f l) i T

i-n

i - -n" - ooni + 21(% f - f I . (i -) c 2'% -i1) iT

-n

D - si co4 1 21A(± - f I)t] h(i T) coo 21~(f - fl j TP

i -n

S~A et B sorit lett composantes d'un veoteur" V1 de mo.ule

i 4n

-ni 4-

e-. do DhaseiI

A et D cont los composantes d'un veoteur V2 de nme modfle et de phase

J 214if -of211)

S~Ce qui do~me la fritueame Doppler fd

- - fl - P+ 21)-

F eL t la firquence d 3ise par le radar, fl la frquene dede dlme uleion.

ii

le ajrstme eat done capable de lever des ambiuratds do frdquence zur unc 1Awo

4gale A 2..



* 29.6

kvant ea nornwaror co li-rc-I~tif Bi '-.ux ,*ndral--mont utiliaft rcur i~ffoctuar un

filtrapt Doppler, J1 ant bons 4o rornartruer emuo le rchdssa de la figure P. n'ont luu

nehi6-a .!e prinoine.

rBa-n:- Ia.- r&tJic--ttionz Ion pl-in it .fntoianwie, ~o'i -i -.bsiitent dour d6tactaurns

pyrobmnsno utilirwit Ia n~nts frs~*.aenee de d~modulatz..'a.

1A cartia don d4 no~ulateuri oatt nondt~ri~o wsxr In, f~r.-tior h(t) Puin cod&a a'. un

traVt-mtrent nun(-rin.uo tout L fait osamblable h colui rui ~cort Ax oxlculcr wic trcme-

fcorn~n :1' rc-rier vosrsot dlcbtanir 1) nig'a23 do Osortie des fixtvea.

ni oat int~iyessAe do compssrer un radar coh~rent It basso frd mienc do ricurrence I im

radir lsii.4 s,,lon 1. enhfm. qua rnown venezma d'tndiruor.

Ians "ni~hilit-In Oe rdjaction dl4chan fixes sent asebstblqlr. Le reasr rite noun avons:

eilrit intwoluit line anbif-Att' do dietassce uour lea cibles Lobions, WbiUPTU qui,

sneut 8tre faciluomnt levee par la logiquo do d4tect ion. Par rapport 'six r'~arv nornmiP,

il i t. n- writaofv, do paerinttre la, emamma do I& fr~quence, Pcplor at cola pouit Itre

9-tr~monx-t utile pour 61ijinor dos o1 ues adbilles main lentes. St le rasdomr sort L l

veillo m~ina ii, liz Got ponssibe deisniner ous; loe v~thiculec terraewams !e~toci'r~

pm ut-- o-%rti-c'i1rit&n du cyattme sent lidea% au rode do filtrate at plus paticx'litirouent

w.i fait do dil~ocutr !e toau' flobservatior en intorvallea do fil-ii'ao no 09 chovambant

pan. Do cemtte t-.rtic sru1Ptt r~tmlta la faiblo. fr,¶ouorce do lec-tura .lea filtros et dans

us' ridar dent I 'antanno atfectuo uro rotation continue le- faible prdciotion Ate la esuslre

-uxiaire.

11 eat par contre poaai!ýIo do prnfiter lo cotte w-rticularitC. pour chaurri-'.la* caract6-

rintiquesm 4304msimion 3i'ur cyccIt dr - lri x iiit;0 u rertm't, do dimiwaor

lieffit eomss o-An 4o vita-icses awJeugles oar cbangemont de la- xfr&uonoe dn r4currenee, at

ree diminuer l'.zfct der o-utuation,% de tible ý=r cj~mr~esont. do 1't fr4quonce d'd-mission.

Ce - chinrenants dos cro ttristiouoa d' dmiazion parMOttont, 4' acromlre notablemesit

Vt vrc'bnilit6 do ddtaction diu r,%iIar.

Nota : Le cltirnooitif ditorit fai~t 19bobiot dxi brev-'t 'ran-u no 1 595 R54.
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DETECTION OF DOPPLER SHIFTED RADAR SIGNALS WITH CLUTTrr

REJECTION

W. D. Wirt%

FORSCHUNGSINSTITUT kUR FUNK UND MATHRMATIK

5307 Wachtberg-Werthhove-,, Germany

i SUMMARY

The problen of detecting doppler shifted radar signals in clutter and noise Is

treated with the likelihood-ratio test. Fcr the application of this test, which is

optimal with respect to the error probabilities, informations about targets and clutter

are necessary. A separate measurement and data evaluation program resulted in sufficient

knowledge about target and clutter signils to construct the test function. The detection

system consists of a set of weighting functions, which fetm a filter bank to cover the

whole doppler range. All individual w3ight functions perform two tasks: detection of

their respective doppler signal, ii present, and suppression of the clutter signals. An

experimental syst•m combines digital and analog techniques. If the spectrums of the

clutter is var-ying with time, the filter may be divided into an adaptive clutter

suppression filter and a doppler filter bank. The weighLin; function for clutter

suppression in this case has to be derived from real time estimates of the clutter

* correlation.

1. IUTR03UCTION.

The problam of detecting moving targets *nd simultaneously suppressing clutter

echoes is cosnon to all surveillance radars, especially to those for the acquisition of
low flying aircrafts. The SCV (Sub Clutter Visibility) depends on t~ie frequency stabili-

ty and other parameters of the radar %nd on the sinal processing system. Our objective

was the development of a detection systeam for moving targets in clutter with some in-

prov•aents against the conventional NTX. We have to admit an improved system of being

more complex. On the other hand, considering the new pcssibilities of modern integrated

circuits for analogue and digital devices, this seems to be no handicap. The desired in-

provement is achieved by the applicaticn of the fundamental results of the statistical

decision theory to our special problem, together with an extensive program for t'n

meamurecent and evaluation of radar signals from differeunt types of targets and clutter.

This method allows generally to optimize the signal processing systm for a certain

radar.
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2. SIGNAL REPRESENTATION.

Amplitude and phase of the rece".ved signals ShalL be used. The phase is related

to the phase of the traunsitted pulse. Furthermore the signals have to be sampled before

quantization at a rate of 1/2T, where T equals the width of the transmit pulse. Thus the 4

whole radar area is divided up into range elements. For each range element we get an

infinite sequence of echo vectors at a rate equal to the pulse recurrence frequency

(prf). (fig. 1) Series of target echoes belong to their corresponding range elements,

hence, the detection procedures have only to process signals belonging to single range

elements.

The echo vectors may be represented by their amplitude and phase or by tneir

orthogonal components. We choose for our purpose the representation by components. The

reamon simply is, that echoes of targets and clutter superpose linearly their components

and we can hope to extract them with a linear system. The signal components may b2 der-.

vated froe the IF-signal by multiplication with the coho-signal respectively the Sa°-

th-fted coho signal. After a low pass filter the vrthogonal components are sampled.

3. SIGNAL MODEL FOR TARGETS AW CLUTTER.

Before we can apply the statistical decision theory to a specia.l detection

problem, suitable models for the target and interference signals have to be chosen.

The model for the echo signals of an aircraft during one scan is-a series of step-

wise rotatud signal vectors. (fig. 2) Their length is ditermined by tte target cross

section modulated by the antenna function. The phase difference between successive vea-

tor8 is given by the doppler frequency shift ed, which depends on the radial veloafty of

the target, multiplied with the radar pulve period T. The series of signal components

shows samples of the doppler signal with the antenna !unction as envelope. This model of

an ideal aircraft echo may diifer from reality in two points:

"The cross section of an aircraft may fluctuate during the scan (Swerling case ZI)

and the phase differences may ;e more or loss random so that there is no predominant

doppler signal. Both effects may be caused by propeller rotation and vibration effects.

With our measurement and evaluation program for radar signals (MADX(Oaf) /1/, /2/,

/3/, echoes of different types of airctafts along tracks were recorded. One purpose of

the evaluation of these data was to clarify these points. The amplitude series according

to the 3 dB-beamwidth is used to compute the tandard deviation of the amplitude, norma-

lized to the respective mean amplitude. The it-luence of the antenna function was elimi-
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nated. Fig. 3 s~hows a tyupical example of a propeller aircraft. Compared with thA steadY
pirtt thV Wvi"w -1 t1-, ";ct;C- ±.,. pnrt of tht e4---el 1~ amu.' anh to generally Verify

our signal model in this point. For jet ai-crafts the model fits even better. The phase

differences and their deviation were computed and figured in a corresponding manner.

Fig. 4 shows an example for a jet aircraft and fig. 5 for a helicopter. Both examples

show the mean phase differences for single scans along the track and -he deviation of

the phase differences within the single scans. C~ompared with the mean phase differences,

the deviation is small enough for both extreme examples verifying our signal model in

this point as well.

Single fixed point targets produce a series of echo vectors with constant phanc,

only the amplitude is modulated by the antenna function. If the antenna scans ar, area

with randomly distributed fixed scatterers, the resultant echovactor is slowly varying
its amplitude and phase. Slowly means in comparison with the radar pulse period. This is
dlue to the so called "scanning effect": because the antenna beam is shifted only a asall

part of ita beanwidth between successive pulses, there is only a small change of the

illuwinated clutter area. In most cases the illuminated clutter area contains many

independent scatterers, and with the "central limit theorem" we may assume, that the

signal components are normally distributed. Furthermore the time behaviour of the clutter

signals is influenced by the internal motions of the scatterers, inztabilities of the

radar and the buperposition of receiver noise and is described by their correlation

function.

It we know the coz:elation function of thq clutter signals, we can formulate the

n-dimensional normal distribution density as the joint distribution density for n

stuccessive clutter si.enals. The correlation function for fixed clutter is closely rela-

ted to the antenna function, and this relation may be used to compute an idealized fixed

clutter correlation. But to cover all other effects cited above, it is necessary to

estimate this correlation from recorded clutter signals. Within the above mentioned
PADICORD-program clutter signals were recorded and evaluate4 for several radars and

different types of clutter: fixed clutter, terrain clutter and weather clutter. By

%,sing the Fourier-transform we got the power spectrum out of the corrclation. Both are

shown as an example for fixed clutter on fig. 6.

Note the main part of the clutter spectrum around doppler frequency zero and the

noLselike part at all higher frequencies in the unambiguous frequency interval. This

"clutternoise" is produced by uncorrelated signals due to radar instabilities. mhe den-

sity of this noise determines the-improvement factor for the S/C ratio achie7able by

the signal proces•tnq systm. Fig. 7 shows the correlation and the spectrum of an

example of weather clutter. In this case the correlation function is complex because
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the main part of the spectrum is doppler shifted, according to the radial wind velo-

city. The power spectrum of the weather may assume very different shapes according to

the respective weather situation.

4. LIKELIHOOD-RATIO TEST.

The detection of moving targets in clutter may be regarded as a problem of

test-ing two hypothesis Ho at l H1. H0 is the hypothesis that there is only clutter and

noise. H1 is the hypothesis that there is a moving target with a doppler frequency shift.

We need a decision rule to select after •ecelving a signal one of the two hypothesis.

There are two don-taton Qrrorr p2ssible:

1. Decision for H1 , but HO is true. This event is a false alarm, its probabili-

ty is usually named a.

2. Decision for NO, but HI is true. This event is a miss of a target, its proba-

bility is usually named .

Optimizing the decision rule means minimizinq a for a preselected s or vice versa.

The solution of this problem Is given by the well known likelihood-ratio test

(tig. 5). The set s of received signals has to--be inserted into the test function IL(z).

If ]k (a) ezOes the tzesbolnr W1, , in chosen.

Assuming H0 to be correct, p0 (t)- is the Jaint probability density function for z.

pl(s) is the joint probability donsit•i function for a if a target is present (hypothesis

9 1 ), averaged with respect to the possible parameter space ct the iignal.

Fig. 9 shows the test function for the detection of a certain signal si, with

doppler frequency ad = isdi as parameter, out of oorrelated clutter signals and noise. z'

is the row matriA containing the series of signal components corresponding to one range

eloent. The length n of the series may be chosen equal to the number of pulses within

the 3 dB beam width. The elements of the correlation matrix K are the measured corre-

lation values of the clutter. Multiplying V-1 and *i we find the column matrix hi. The

result of the scalar product of z and hi is yi. yi may be regarded as the output of a

time domain filter with the weighting function hi.

If the whole doppler frequency range *a covered by m wei.htinq functions h . , the

resulting test function would be the average of all H different Ai(al (fig. 10). This

test function is very difficult to handle with respect to a .4nal processing system

V m mm m ee a••• ••m mae
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iho tima nF &ha, amnaantial function. Fortunatelv a siulation study /4/ resulted in A

neglegible loss for the following alternative tost function:

Take the maximum of all y1 (i = 1...M) for the threshold compaýýison.

A mall siqnal appreach leads to the average of the yi as the test function. But

this test shows very ooor results for reasonable signAl to noise ratios.

SThe processing system must have a shitting memory with a shift rate equal to the

prf a&nd with n stages for each range element, a weighting network acting as a bank of

filters, and a threshold cmparator. Because ke~tter from fixed targets is the most

severe interference, the correlation of-fixed clutter is used to compute the weighting

i functions hi. As an example fig. 10 shoes the frequency transfer functions of the single

filters. This representation of the filters demonstrates their clutter sapproessia pro-

perty:

I All single wtighting functions have a high attenuation for frequencies with a high

clutter spectral density and have their passbands for their respective doppler frequen-

iaes. Because of the firnte length n of the weighting functions, all filters have side-

I lobes in the spectxal range of the noise. in ou= example we have chosen n - 15.

"lj Wa#e remrks to evr clutter modelt

I ~ In contrast to cur ass•ition there are scmet*xes predominating single fixed point

targets. but their signalt have a smontral density equal to that of clutter areas and

V are therefore suppressed as well.

The clutter scatterers-are distrihuted non-uniformly in space. Therefore the clut-

tsr signals are no-n-stationary. If the false al am probability a shall be constant, it ib

necessary to estimato the clutter power and to control correspondingly the detection

threshtold.

S. WMEBIMML SYSTEK TM M DMCTION OF YAE!fS TN FIXED CWTM

We developed an experimental model Zor the realization of the test function des-

cribed a"m~e. This system combines analog and digital techniques to achieve an economic,

floxible A rellabla solution. Fig. 11 shows the block diagram of the system. The 37

signal is converted into the orthogonal componants x arn y. These are sampled with 1 M1Hz

sample rate and converted into digital form bl the two AMCs. The ADC has 8-bit resolution.

Tha delay of the x and y-components is realised by a core xmsory. cach of the 1760 range

4
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elements Is related to a memory address. The shifting operation with 14 delay steps for

the ocoes of one range eienent takes place within one memory word. After deiaying the

signals are c.-nverted back into the analog form and weighted hi.th a resister-network.

The output -f the summing network is compared with the detection threshold. One weigh-

ting network is working for all range elements in real time. The boards with the

weighting networks forming the filter bank can be easily chonged. Thus the system may

be adapted to different radars. The system offers the oppo.tunity to measure the

doppi,%r frequeocy of targets. Fig. 12 shows a front view of the system. The left side

contains tiLe core memory with 1 is cycle time, 1760 addresses and a word length of 250

bit*. "wt right side contains the gain controlled 1F amplifier, ADCs, DACs, the weigh-

ting network and *me logics for the time control of the whole system.

6. IMPD.'OVRENT OF TfM SIGNAL-TO-CWTTER RATIO

A recmended performance measure for MT!-systems is the improvement factor I

for the signal-to-rluttar ratio S/C.

ror a conventiol MTI the improvement factor I is about 20 - 25 da for a doppler

frequency equal to the half prf. For other doppler frequencies I has lo•er values.

T'.e improvoment factor of an optimal test function depends on the power spectrum

of the clutter. If the power spectrum of fixed clatter is numalizcd to one at saro

doppler f£quency, the po•wn density of the 'clutter noise*, caused by radar Instabili-

ties, is r. The possible improveenta for the 8/C ratio is then about r- 1 . The resolution

of the an~log-to-digital conversion has to be chosen adequately to the clutter noise,

to have no signifAcant noise contribution by quantization.

For a first test we combined our system with a magnetron radar. Fig. 14 shows a

PPI picture W. the output signal of the detection system with clutter suppression Zor

several revolution. There are some aircraft tracks and some false alaras by clutter.

With unchanged sensitivities but with clutter signals, realized with an additional fil-

ter for xzco doppler frequency, the following picturo was made (fig. 15).

7. ADAPTIVE CLUTTER SUPPRESSION

If the correlation of the clutter is varying with time, an adaptive clutter

suppression is desirable. In this case the filter system should be devided into an

adaptive pre-whitening filter and a constant dopp:er filter bank.

The problem it to find a weighting function for the suppression of the clutter

signals.
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If We assume that the clutter correlation has been estimated by a real time corre-

lator. Then we can derit An estimnation function to predict the actual signal out. of

v -f-- ------ a..-- -- ,.al

n and the actual signal xn is then uncorrelated and therefore contains no clutter

signals, if n is great enough and we use the correlation in an optimal manner.

An optimal procedure for the prediction of xn may be derived with the principle

of maxiuum likelihood estimation-

We liave to formulate the joint probability distribution density for the set

0o-°oXn, substitute the received signals xo... xn_1 and choose An to maximize the probo-

billty density. For normally distributed signals the result is equivalent to the Wiener-

filter. The weighting function for getting the difference signal u out oi the signals

Xo...xn is proportional to the first column of the matrix K-" of rank n. This function

is the desired weighting function for clutter suppression.K-1 is the inverse of the

corralation matrix K. It is possible to compute the first column of the matrix K-1 by

a simple iterative algorithm /5/. Therefore the complicated inversion of the correlation

matrix is avoided. Fig. 17 shows as an exumple the spectrum of weather clutter without

and with a clutter suppression filter of length n - 15. The power spectral density at

the oItput of the clutter filter is nearly ccnstant or white. The accuracy of the

whitening of the clutterspectrum depends of course on the length n of the weighting

function.

So it seems possible to realize an adaptive clutter suppression filter, consisting

of a correlation estimator, an arithmetic unit and a weighting fitter. The implnentation

within our detection system is prepared and we look forward to the: various investigations.
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(a) Several antenna revolution
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Fig. 15 Clutter of mie antenna revolution
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DIGITAL SIGNAL PROCESSING FOR FLANGE-GATED
PULSE DLPJ-kL.ER RA(DARS

B. Gold and C. E. Muehe
M. I. T. LINCOLN LABORATORi,

Lexington, Massachusetts. U.S.A.

SUMMARY

For many applications, digital signal processing can increase the effectiveness of range-gated pulse
doppler radars. When many doppler filters are desired for each range gate, the fast Fourier transform
algorithm is more efficient than digital filtering. In this paper, digital processing methods are briefly
reviewed and the signal proces-ing requirements are established in terms of the radar parameters.
Equivalence relations are established between the fast Fourier transiorn s and a bank of velocity filters.
Fina.Ily, the st;iucture of a general purpose radar digital signal prccessor is described which should be
applicable to a variety of range-gated pulse doppler systems.

I. INTRODUCTION.

In most cases the effectiveness of a range-gated pulse doppler ra-la. is limited by its signal proces3-
ing capabil'its. The gradual introduct.on of digital signal processing techniques over the last few years 1.

is a result of the general recognition of the superiority of digital techniques over analog. Digital process.
ing offers filtering free of the usual analog errors due to zero drifts, nion-linearities, stray capacities.
and component tolerances. It offers ex'nct reproducibility from gate-to-gate with no adjustments to make.
The only noise introduced is quantization noise. This noise can be reduced and the dynamic range can be
increased in most cases by incretsing the nuruber of bits used. The output is in digital form for easy
triasmission.

Finally, where a large number of range gates are to be processed, digital processing has a cost
advantage over analog. The cost of analog filters varies linearly with the number used, costing about
$10 a pole. Because a single arithmetic unit or a digital processor can provide filtering for a large number
of g•tes, although the cost for processing a single gate is large, added gates require only the addition o(
more memory and therefore come cheaply. The crossover point for simple filters (say 5 poles) is several
hundred gates. For more complicated filters it is usually more economical ti use digital filters when
more than about 100 gates are to be processed.

U. DIGITAL PROCESSING METHODS.

Two major processing schemes have been or are being implemented using digital itchniques. The
first scheme synthesizes high-pass filters by us the digital equivalent of delay lines. To produce high-
pass filters these digital filters incorporate feed -ward connections to produce zeros and feed-back to
produce poles. Tae second scheme makes use t. the discrete Fourier transform (DFT) to digitally sun-
thesize the equivalent -f a bank of identical equally spaced filters.

The DFT provides one more dimension to radar target filtering. The others are range, azimuth,
and e'evaltion. This extra dimension allows one to eliminate (by blanking) Ia:ge fixed targets (discretes)
of known location. It ailows for the reduction or elimination of moving clutter such as rain which is at a
different velocitf than ground clutter so is riot eliminated by the digital high-pass filter approach. Finally.
this sepnrate filtering dimension allows a thresholding scheme to be employed wherein the clutter spectrum
can be estimated from the DFT outputs. This estimate would be based on returns fromn the range cell being
examined for a target ard would not rely or the magnitude of the clutter irom other range cells.

The DFT coherently integrates the signal over the time it tak.es to collect aHl the samples. The digi-

tat high-pass filter must be satisfied with non-coherent integration over this same period resulting in
some signr.-to-noise or signal-to-clutter advantage for the DFT when the target energy falls peincipally
in one output -f the DFT.

in the case of airborne radar, the use of the DFT obviates the need for changing the cut-off frequency
of the high-pass filter u' the antenna azimuth is changed, or of changing tlhe lota, oscil.ator frequency to
c-nter the main-beam clutter return in the center of the high-pass filter. Instead, the DFT outputs con-
taining main-beam clutter are either ignored or desensitized as far as thresholding is concerned. This
techniqu, is particularly applicable to tacticas radars which are interested in close-in targets as well as
distant ones. Because of the difierences in depression angle (and censequently main-bearri doppler fre-
quency) the local oscillator cannot be adjusted simply when "ne wants to examine all tar.get renges.

Because the DFT gives a radial veocity sorting using t;.o prf'". a partial sorting of ground targets
from airborne targets can be effected. Of course a better method would be to observe motion on A scan-
to-scan basis to sort according to speed rather than velocity, but this may require a larger computer
capacity to handle all the targets.

The diagital high-pass filter is a natural substitute for the analog delay lines previously used. A
digital shift register, usually uting MOS memory elements, replaces the analog delay lines. The feed-
forward and fee,-back coefficients are usually chosen to be a positive or negative integral power of two
or else ihe sum of two such coefficients. These are then implemented with simple shifting and adding
operztiors which are ]iard wired.

'This work was sponsored by the Department of the Air Force.
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M'e UI"I. wt~ the other hand,. uC.:s a large core memorv which, at the present tinie, is cheaper
per hit than the M0!3 znuforV. it gene-ralLy uses one cor scvcra' arra tc 'piresCeni!oiialv process
batches oi datat froný varios '-angc cells using a fast Fourier transform (FRT) algoithm. Since the de-
signs of the two types of processors are entirely different. one cannot make a general statement as to
which is cheaper. !n many , ases. considering the advantages listed above. it is vorth some added ex-
pienseu to employ the VF I' appi oach. Where a large amount of memory is involved the JFT approach may
be less expensive. Both approaches involve about the same compltxity.

III SIGNAl- PROCESSING REQUIREMENTS.

Let MI be the nw-nber of required range gates. f dthse higetdplrfqunyobemard d
.Af the doppttr resolution. Then. the sampling rate is must be at least twice ft! for unambiguous deter-
mination of velocity. If it is not possible to achieve this sufficiently high value of i5 , other techniques
mnot discussed in this paperi mnust be Qsed tc resolve doppler ambiguity. In performing spectrum analy-
sis. thc total n'umber of frequency points is then Zfd/-%[. The total memory requirements are Z1%fdI,1f
register-4 (or twice that numler if quadrature detection is ansumned). 'There Will be M(.Af) spectrum
analyses performed every second.

Ftgure I shows a range-gated pulse doppler block diagram. All blocks right of the dashed line rep-
resent digital hardware. Typically, the operation of this hardware would be equivalert to muny banks of
(loppler filters. each bank r-.ceiving inform-ration frow. a specific region of space. as indicated in Figure 2.
The plan of this paper is. first, to relate the signal proce'ssing requirements to the range and doppler
specifications. Next. soine theoreiicai qucstions are treated which arise wher, the fas' Fourier transform~
is used to perform the doppler filtering. Finally, a block diasrram of general purpose signal processing
hardware wil'. be proposed ior performing range-doppler filtering lcr a variety of differing requirements.
If such a proposal were to prove feasible. it would ultimately be pcý_'ble to buy (rather than spend several
yeakrs building) the requisitc digital processt.ng aiardware for a given r:.nge-dzippler radar.

Digital processing techniques need not be restricted to spectrum analysis to perform. the doppler
filtering. Instead. digital filters may be used. The trade-off depends primarily on the i.urnber of doppler
fittera deitired per range gate, a large, number iniplies tuat spectrum analysis is more efficient. In this
paper. vie restrict ourselves to the spectrum analysis -xppfoach. although the general purpose hardware
described in the latter part of this paper could be programmed to perform either recursive or non-
recursive doppler filtering.

Referring to Figure 1. we assume that ',he M .-ange gates chosen by the operator are one of many
possible sets that he could have~ chosen, Thus, the data rate from the A/D co-werter is higher that. the
datz rate into .h.:r main memory. The. preprocvssor and high speed buffer is needed #o scale down the
data rate az~d. V~ necessary, to perform predetection integration and/or waveform decoding.

The typte of main memory used depends mainly on the required storage size. If %.~ size should
be less thtan . 5 to I megabits of memory, it would be most economical to use a commercial general
purpose computer which could then be used as well for overall systems control, decision making and
display. If the memory size is I1-10 megabits. a so called "window screen" memory (Z widres per core.
rather than 3 or 4) may be used but beyond this a drumn or A disc memory may prove most economical.
Such a memory !the circulating type) is feasible because of the repeti-rive nature of the algorithms.

At this point, it seems logical to estimate speed and memory requirements of the signal process-
ing hardware. Since stich results depend greatly on the properties of the fasz Fourier transform al-
gorithmn. we will di--ert ouz path to describe this algorithm, explain the theoretical filtering effects of
the discretz! Four~er transform, and then return to the hardware considerations.

lV. THE FAST FOURIER TRANSFORM AS A BANK OF SIGNAL DETECTORS.

The discrete Fourier transform (OFT) of a sequence -f numbers x(n) is

N-I n
X(k) = F x(n)W-,

n=O

where W =exp -j2r IfN). In general x(n) is a complex number To compute W values of X(k) requirns
NZ complex rnultipl-cations and additions.

The fast Fourier transform tFFT) refers to a set of algorithme ;or more rupid computation of the
OFT. The most wel! knowr; is the so called radix 2 algorithm x'idch corr.utcs the FFT by repetitive
computation c-( a "butterfly". deftned as-

u (z,; + I) =u (m) + W t v (mn)

V (in +1) u (in) - W% tv (Inj

where u im) and v tm) are complox numbers and t is an integer which varies with tn. It in necessary
to perf~rin. Nil log2 N n'f these butterflit s to compute the F~r, obtaining all N valueo -' X(k%).

In this section wt, ,Wiil iscuitt the relationo betwot.. 'IFT, the filter b.*'nks cf Figure Z and
signal detection. The detection problem is illusttated in Figure 3, which shows the spectrtim of a
moving target in a large clutter background. The "~corret I filtering procedure is pre-whitening of the
clutter spectrum folt:awed by a filter nta.ched to the resultant pre-whitened target spectrumn. followed
by dct-ýct'ott (see Figure 4, and integration for as leng a time as the target remains in the range gate.
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It does not appear to be possible, with a DFT. to obtain the result indicated in Figure 4 if the input
samples are contiguous. it is possibie, however, to iingie ite inpu. p.iAig ia tvuists.. as

Figure 5a. With this model we can now show how to perform matched filtering via the DFT. For sim-
olicitv we have set the on and off times ,nd the impulse rcsponee, duration of tne filter equal. (If the
filter is retursive, with an infinitely long impulsc. response, it is immediately apparent that the filter
bank cannot be realized via DFT. ) Now, the product of the DFT's of the augmented signals shown in
Figure 6 is indeed the DFT of y (n) of Figtures 4 and 5. Thus, the set of Y (k) of Figure 6 is the DFT of
y in) and Parseval's theorm yields.

NI2 N-

.O Iy (n) Y ,Ylk)
n =0 k7 0

In practice, L- given velocity filter covers a range of frequencius narrow compared to the total DFT
spectral range. Thus, H (k) would be zero for most values of k. For a given doppler filter ,%ith H (k)
the (augmented) DFT of h (n), the computation corresponding to q (L) in Figure 4 is.

44
q (1,) = 7. H (k) X (k)

K

where K refers to the range of non-zero H (k)'s.

It is usually true that the response to a burst, as shown in Figure 5. is more useful after transients
caused by switching the signal on and off have died down. For this reason, it may be desirable to weight
the data. In effect, this weighting modiifies the matched filter of Figure 4 so that the transient portion of
q (n) (beginnir,g and end) have the least effect on the subsequent measurements. Two ways of weighting a.re;
(a) the augmented x (n) is multiplied by the weighting function w (n) prior to DFT or (b) the set of X (1- is
convolved with W (k) (the DFT of w (n) ).

V. GENERAL PURPOSE DIGITAL RADAB. SIGNAL PROCESSOR.

The parameters for an air traffic control radar, a weather measurement radar and a ground mapping
radar are very different and each system will require unique operations in addition to the common function
of range-gated pulse doppler. For this reason, it is useful to develop a computer architecture which -an
be applied to a variety of radar signal processing systems and which is of sufficient generality to be
adapted to the peculiarities of individual radars. The remainder of this paper, repre:sents a preliminary
attempt to develop such an architecture. Figure I shows the overall radai system for which this a-chitec-
ture is to be developed. In this paper we will not discuss signal design problems (such as chirp wave;,rms,
Barker codes, etc. ) but will assume that the preprocessor receives in-phase and quadrature signals which
are sampled for inclusion into the range bins chosen by the processor program. Thus, samples for suc-
cessive range bins can be made to enter the main memory at a uniform rate and, indeed, can be sent to the
processor via the memory at the same uniform rate. In what fllows, we restrict our discussion to the
flow of data into and out of the main -.emary and into and out of the processor. A timing picture which
fulfills the real time requirements is shown in Figure 7.

During the "Enter" phase.

(a) The pre-processor feeds sampler from contiguous range gates into the main memory.
(b) The main memory feeds successive samples from a given range gate in the main mernorl to set

up the processor data base.
(c) The main memory also sends results *f past processing on the same range gate to the processor

to be used for post-detection integration and thresholding.

During the "Do" phase the processor performs filtering and detection on a single range gate. These
operations may include,

(a) Weighting the data.
(b, Discrete Fhurier tran. form.
(c) Rectursive or non-ect..-sive digital filtering.
(d) Matched filtering via the FFT.
(e) Post-detection integration
If) Centroid measurements on the FFT to estimate frequenc-i.
ig) Thresholding for yes/no decisions on targets.

".he return phase consists of the return of all necessary post-detection, threshold and display in-
formation for storage by the main mernory until the next turn of the just processed rangi, gate information.

In order to perform these tasks in real time, the 3 phases must be overlapped as shown in Figure -
In the present concept, control resides exclusively ia the processor and it is only the processor which
physically consists of high speed circuits capable of both processing and controlling the addressing of the
main memory. Bef.-re describing the processor. main memory complex in more detail, let us describe an
addressing algorithm which allows fo_- the t.nimpedee flow of contiguous range data from the pre-processor
to the main memory an- (simultaneo,,sly) the flow of data from a single range gate in the main memory
to the processor for the DFT. This can be accompix;;hed by an addressing scheme illustrated in Figure 8
for the case of a 5 point DFT and 7 raige gates. After the memor, is filled by scoring incoming samples
sequentially (column 1) the address is then incremented by 7 ,modulo 34) in column Z. For each new add-
ress a main memory word is first transferred to the processor and then that vacant location is filled by
the incoming datum from the pre-,.-e,:essor. If M is the number of range gates and N the length of a DFT.
then the addressing sequence ,ibeys the rule,
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Where both the addition and the termn \t' re understood to be taken modulo (MN-1) anld n refers to
the nth iteration throut'h the entire mnemorv ta single columin in F'igure 8).

V1, MORE DET.'AILS OF ?IIHE PROCE-SSOV, AND MIAIN MýEMiORY.

F igure () show.s a structural diegraw of the peocessor and intermediate memory. Since, in general.
this mem-ory will be large' and doub not have unduly high speed requirements. we can imagine it to be a
core memory. The memnory and ,irithineric associated with the processor wt- imagine to consist of the
fastest commercially available circuxts. Since processing speed is t prime consideration, the computer
has certain structur.Al features for greaterz speed. Trhese are3

(a) Separate program and data memnories so that ic~struction fetch and data fetch take place in
parallel.

(b) Ovtrlap of data meniorý and arithmetic operations.
(c) An .4rithmetic element especially des.gned for high speed signal, processing, in particular the

F FT.
(dli Double length words so that two operations can be performed in parallel.
(e) Double inst ructions per formed simultaneously.

The detail-- of the large FFT array are shown in Figure 10. Maximum speed and miniAmum control
of the butterfly algorithmr is obtained at the cost of added hardware by making the ar! ty box purely com-
binational. Using emitter roupled logic gates and similar full adder in-.egrated circu ' ,ackagas results
in an array speed of about 200 osec. Processor mnemory cycle tirne is about 100 nse.:. Thus, the timing
diagram of Figure I I where the array propagation time is taken to be twvice the memnoty time, shows how
* butterfly is accomplished in the time to pei'iorm two reads and two writes. For such a memory and for
a 4 muktiplier array, the structure does an FFT butterfly in minimurn time (about 400 risecs. )

When. the array is uot ased to do , b'utterfly. it can be controlled to perform two simultaneous mul-
tiplications. This means that the weighting operation is very efficient, as is the matched filtering. The
prelimtinary order cofle wt have devi~ed (Figure 12Z) allows completely general purpose programming.
The F register. which communicates between prog.'zcm and datz memory is also used to adaress the inter-
mediate memory and the input-output instru-ction initiates the in. ermediate memory read or write pulse.

VI1. PERFORIMANCE OF SIGNAL PROCESSOR.

The time to do a butterfly is the basic figure of merit of the radar signal1 processor. This time can
be translated into the maximunit allowable numnber of range gates which can be processed in real time,
given the sampling rate and the size of the FFT. For simplicity, let us assume that if the processing
time of a butterfly is 400 osec. * thnin -.he expandtd t.mne due to other operations for a typical radar is
I raiieoseco'td. th'ing this numb,.r, Table I shows how many FFT's (in round numbers) per second can
be processed for various FFT sizes.

FFT Length FFT's Per Second

16 31,000

32 12.000

64 5.200

128 2,200

256 1,000

We have thus demonstrated that it is possible to build digital sipnal prccessing equipment for range-
gated pulse doppler radar- with capability of measuring velocitj or detectin6 moving targets ir. hundreds
or thousands of gates. Sech a capability is not economnically feasible using analog signal processing.
Furthermore, the atruct ure we hiave defined. since. it is general purpose, could be used with slight changes
for different radar systems.

I . Lind~tr. R. A.,* Kutz. G. H.. "Digital Mr.sving Target Indicators"
Aerospace and Electronics Syttems Technical Conventior 1967
Recard. pp. 374-385.

2. Hall. E. I... L~ynch. D, D., Young, ft. E.. "A 1.,igital Modified
Discrete Fourier Tiransform Doppler' Radar IProcessor". Electronic
and Anrospzce Conv-tntior Record (1968). pp. 150-!59.
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Figure 11. Timing of Executed Instructions Needed to Perform an Effirient Blutterfly

Memcry Instructions Control Instructions

loP xi Y:P X; Y
4 3 9 4 3 9

- .Memory Instructions Control Instructions

(1) M-F (I) Y + X- X
(2) F-M (2) X- Y- X
(:3) M -- 1 (31 Y - X--X

(4) M -0 (4) Y - X

(5) M--S (5) Jumps

(6) R - M (6) Input-Output Control

(7) E -- M (7) F-Group Instructions

(8) M ~E

(9) Arithmetic Group

Figure 12. Tentative Partial Instruction List for Structure of Fig. 10
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DATA PFCP=SDMG CO3IrEP.TIVILS IN

ADVANCED PHASED ARRAY RADAR SYSTIKS

J. H. Parson
HUGHES AIRCRAPT COMPA,, GRON SMMS GROUP

0P. . Box 3310, Fullerton. Celifornia !634

This paper has been prepared to present a broad overviaw of data processing cousideraticus for
advanced phased array radars: Data representing raiar .-ocessing experience of the last decade his been
collected from a number of organizations engaged in radar design and ocvputer progra=ing. MS-e data has
been correlated with iAaustrial experience obtained from other data processing applicationn. lte nece.ssiry
growth of radar da t rocessing is traced together wth the consequence. of this g-owth. amp- of
particular solutions to data prceesing problems ari citel to demonstrate how technology has charged.
Residual problems &re evaluated and some possible ,olutions are discussed.

1. IN•Df UCTION

During the past decade, phased-array radars have incxeased in complexity because of the increased
requirements of radar applications in defense and air traffic control. These I.-ased-array raYsrs have
developed from simple fan beam radars to high-resolutim pencli-beam radars. ',.• operational ,irrde of
these-radarc have progressed-fron simple scarch to ;utcnlatic trae.h =d autcimaic •cqu!s.4t4n in adverse
enviromantu. Today, radars are programed in an adaptive manna- so that their pmer ad ameasurement

* capability are used efficiantly to cope with varying tracking, environmental, and load 3sittions. In
-addition, extensive signal and data processing is now used to extract the informatdin from the radar returns.
All of this added capability has -increased the amount of dizital data-processing equipment built into the
radar, the size and speed of the tracking and control edomipters, and the number of InstructionL in -he 9per-
ational prsgram.

In this presentation we will trace the gr-jwth of te digital equipment, the computers, and the com-
puter prolr and show the effect this growth has had on the cost and complexity of rmdar processing systems.
We will a"o show Dow technical advances in digital circuits, integrated -ircuits, large scale integration,
and conputer design hav, rade processing techniques available that were previously either not, technically
poesible-or economically feasible. Older processing implementations based on clever, special-p.urpose digital
devices are being discarded for more complex but more cost-effective desigs. The results of advances in the
characteristics of logical elements, circuits and processing techniques have nrý : only extended radar napa-
bility but have made possible these extensions without an accompanying increase in hardware cost. P.ring the
tie that the data processing requirements have increased, the processing capability available per dollar has
increased at a greater rate. We will ste that while hardware costs have remained stable, tnt r-sing • o•ts af
designi, writing, testing -and documenting the operatiocal comuter programs has now b-,me- si&gific-,t. Wewill indicate how future advances in such items as conpilers for operational progras rto b, per'fcrmed on

multiple processors, -and preprogramed Ptandard opera.tional program modules should tend to alleviate t•his
* problem.

2. nXCRASES IN DIGITAL PROE1NG W17MIN THE RADAR

Thr arequirements for digital processing equipment designed into the radar has increased by a factor
greater than 100 -i the last decada (see Figure 1) due to:

0 Increased phase control computations within the radar.

o Incre.aed signal processing requirements.

o Increased nmber of digital Implementations of signal processing formerly
SlperZormed by analog circuits.

o increased system bandw-idth (range resolution).

o Increased buffering of the radar returns to permit multiple target handling
- capability.

o Close control of the radar on a beam by beam basis.

Figure 2 shows how this increase in processing requirements has resulted in a corresponding increase
4 •in the number of digital elements (flip-flops, gates, or memory cells) in the radar in the lest decade. This
4 • amount of digital equipment is contrasted with the amount of similar equipment in "emall" computers. The

particalar radars used to establish data points in this study were of advanced design ad capability; hence
they represent extremes in complexity. While this in'rease in complexity has continued through the years,

cthe ent of logical elements has decreased by a factor of one thousand. 1It should be noted that the fastest
-flip-fops are not qvalllble at the lowest pris-e.) The result has been a, more or less, constant cost ofdigita~l lardware in the radar despite the in•.reases in 1ýrocessing and contro capability. Mie cost and s'pes-

S! of available lolgicl elements in-the last decade are contrasted in Figure -__
STo take advantage of the cost savings permitted by medii= and large-scalle integration, it was rcs

sary to abandon earlier design concepts thae stressed clever design for reducing equipient costs through
pminimizing the number of 2ogical elements used to perform specific operatuns. For example, s3ose time ago,
to compute the phase shifts for each transmitting element using the incremental phase shifts supplied by the



control comjv,.er, P single addor web. used reptatedly, under the control of a wired pr~ram. T~he phase-allift
words wan, Zeld ir. a core memory prior to gating to the individual phaae shifter controls. The~ :Inirtdsal
phase shift words wa~re computeil in approxuiately 1 millis.,cond, 1ýzitivgZ tne PRF of the rau~r. L~atw-s thet

phazze shift computations, were performed in P number of adders and the phase shift words wer. ef-.'ect.Ly gated
to, the in lividual phaae %.j fter conteols. Do core memory imt used. This impleatutatior. w P_9 not cWly faster 71
1#at more *c-inciicel to bL.Vd. Future phase shift. computers may be implemented with an addur At etcI. phast,
saif ellc.zeat. and the pha-e shift addendecr will be accordinf, to the,,rnwsq mid Columns of the~piaec Odft
elements. Counters !'erfarmizlg the funot. o' of adding) at each element contr--.Iled by row an-. nolumi timinu
puh~os Is ano~.her possible future impiemer.ustion. The transition f-x= the earý.I outo*totefitr
implementations is dictated solesly by the # 7tonntics of integrat-ed cli cults and meitim-a-cale integratioa.
In the future, e~ach. adder and conraol. driver i..'gd be implemented ars ~ iiýecial purpoae integrated circfuit
for each transmit element. Even though tte n=*~r of logical elanents% Zo do the specific task incree.5@dt
the cost of de.sign and -production is Crastically reduced.

Signal processing for pulse compresrion, clutter processing, and other data-extracttion operations
h~vdpreiouly ý_,e pefored y anlogcirulty. Te avanage of rea~r rocssin caabiityOuc

asv previously boe-esI peaond biganal circuity a T iher adatgeefpetrplcsiiaability (nociialucftmns nhrn ih

digital procesning were realizeu long before the economics of logical elements made the use of disitsl Uifple-
mentations competitive. Logic elements are n~ow available witb transition times in the order of a few nand-I
seconds; single-chilp shift. zeg1Pister a-.d other mulit±;le-circuit units are available for sirpnal pro-cts..flg
digital implementations. U.Limttely digital inpleenntations may be replaced by optical fand acoustical analog
processing methods which are now ta-der devi-lopen t.

Vie return-data buffer (radar-computer iterface equipacnt) is becoming increasingly important as
the number of simultaineous tracks in~creases. Tlhe buffer nct only prevents: overloading the computer inter-
face during peak data-z*eturn rate loads, but also serveS as the data distributi=n devi -ce, to gate the retuiti
data to the 3ppr.)priate processor or sacmory of a maltiprocessor contr'ol arid tr-ackinjecomprter complax.
Associative przecessing using non-des*;-.ictive f-arrite memory elements was an early approaab for-this appliica-
tion. Cc~rel-ation processor -memories jisilbg f lip-flops have been developed for thi's-application. Write
s .peeds bave increased by -a factor of a thousand -and the correlation p rocessing- time-have i'educed by a factor
of -one -hundred in these-devices uheni irntegrate-e3circuit lo -gic- deviEres were used rather than ferrite devices.
11bis implemen-tatior also r~duced the pover requirement and eliminated associa~ted heat~ing problem.' For this-
type of applicatior, the uc. cf _flip-flopsr as memory elemenits have become seonamically-competitive tc the-use

t~~m of nor-.destructive ferrite--memoryrelements -or-to tbltn film rmuories.

3. LEEASES fIN -THE CCI(RITE 1MQMflM M[

The nu~mber-of instructionis in the operational-progrrm that-controls -the -radar and procesoes thie rda
returns has -Increase yafro of one hundreid in-the- ast~ decadie. In-addition, -the numbr ofxinstructions
that m-ust be performeýd for each radar puals -e tran~smisso and- for eqach -return asincesd(no~cn)
shouit-250 -iinstrctions to 8,000 instruct.ions. The~ulse-reeition -frequencies -of the- raears are dicitated-
oa~y: tr range requirements -and, hence, -have iotcehM._Wd through -the- years. The'resulat is -that ccapoters miust

-- dtoperfom a -larger utinbei of instructions~ per sec~nd._ The -increased,==bar of 'instructions -per- radar c~cle is

0 The -inclusion of programs to provide adaptive control-of the- radar -pvwer,
3aignal coding -and processing to ma6tch rthe reurmnt of thi 4iaryin-
operationil environment.

Thi -inclusion of automati-c- track-correlation that ti -ne6isir -for
aditomatic acquisition.

Advanced tracking algorithms-that,:emtmr c'rt track meare ntI
smobrg. and extrapolation.

In addition, the-operational program now includes,. -

o - Ihuilt in operationa-l test programs.

o Computer -and- radar maintenance diagnostics.

71he quailtitative reaul-:o of' these incereases is shown in- Figure ~'where the number of instructtons perA
second required by radar systems is contrasteca uith the available crnputer speed. The puease-array radars
used to establish data points for thia cimparison were all la~rge., advanced syjstems and hence represent ax-
tremes ýaz previously stated). Flgure ~4 shows the m.;mber of inastzutio-sPer secondta can be performad by-
the most advanced ccmpeters (yearw correspond to dates of the introduction ol computears -ar~d to the ;.ates when-
required in radar systems). Early rad-ftr systems taxed aVa-ilitble computers-cipability; for this reason,
special-purpose computer-s, possessing an instruction repertoLre designed for radar operation, were used to
meet the real time computational requirements. Since then, ample computer speed has become- avail-able anid the
use of cc pters not specificallyy ~eeigned for radar operation has been much more cost-effective for satisfy-
Aig the majo-rity cf the data proCeszing requirements for rr~dar control and-tracking.

The above discuxi'ion does not mean that special-puipose devices are .not wo,-tbwhlile in specific appli-
cations. Speial-purpose coo.-_iniate converters, correlatirn process=rs, and di-aplay-data Senerators -have all
ktee found -to be cost effective. Szzh -application of theso devices, used to relieve computer load, must be

cancderd cmit~own, merit.-

- Iii Figure 5 the curve dep'icts the coMputatiopal- speed or capacity -aainluel, (Rederer-4es 2 anhd 3 and
miany other surces.) The- urdits of the ordinate are millifon of instiuctions performed pL;- cec:-sd (iiIFS).
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The comp-aer examples chosen represent the fasteit comrtte.rs iytroduced within the year desimated. FArlier
machine:? are single processor while later miazhin-s are parrl.el processors. The highest-.Apeed machine is a
newly completed compater using sixty-four pa. t..lel rrocesx•or3. The increase i.n speed in. cated in *he figurc
will nrobablv not eonthn,5!.ho -. o ....

wire, propagati. , time, and heat dissipation are begi: -ing to UmIli speed.

The cost of the computer uan be discussed in tt-ms of instructions that can be perforned rer pur-
chase or rental dollar throughout the life of the machine of system. Figure 6 shows the zesv;te (basic data
from -e'erences 2 and 3 and many other souxes) of such an analysis ogain using large ncal- compt•ers. e
conclusion it obviouo; t.& instructions performed per dollar have ..ncreased dr-matcally xver tho last decade.
Thir increase is dv.e to:

o Lrzer cost logical elements.

0 Faster logical elements.

o Bette" comp%;ter desigi.

It shond be emphasized that this curve in for ihe largest machines only. It is a cons-equence of 3rcsch'c
Law' "4'at smaller computers (less ccmputatioru, c-px.city) cannot be as cost effective as large c"mputerz.
For comparison, the two Squares shown represent exu.inpes of these smaller computers :.-ecsntly available. "-
cevme of the probable limit of computer speed( 4 ), hza trerd of stable computer cost irn spitc of drestically
increased req-irements will not continue unless (as it is hoped and believed) the rdar computational re-
quirements rill also naturally reach a limit.

4. ca.iTER PFOG•.I}UNG

We have already seen that the number of iistruoions that must be performed for each radar trans-
mission has increased dramatically. If we look at the lsngth of the computer program that must be writt.n
for the radar computer, we would naturally expect a smilar increasu in aize. We find, however, that the
u~nber of instructicns in th total operating program has increased even. more. Mhe reason for this excess

ii that the radars operate in a number of alternate modes selectable- in an adaptive manner according to
environment; each ozie of these =odes requires a separate program with a large numbe_; of instructions. In
addition, multimodal tracking algorithms are used that are -telectable according to accuracy and smoothing
desiied on -individual tracks. Further, the number of test, r aintenance, and fault- isolation programs in-
cluded with the operational programs have increased because they are needed to cope with the increased
radar and-cnmputer complexity. The results of these increases are shoua in Figure ?.

In the previously cited increases in demands an the hardware elements, logical el ment and computer
technology have more than compensated resulting in no appreciable cost increases in system production costs.
In progruung there are no comparable compensating factors. In fact, the cost of progranming per instruc-
tion (including anai..sis, coding, key punch, assembly and documentation) has increased bj almost a factor
of ten in the la' t decade as sh),wn in FIgure 8. Me reason for this -increase .s not all in the ircreased
salaries of the lograM s. The lower line represents the early eyerience in cost of programming per

instruction. Note 1.hat the squar-s, shown a2most-on t•hi curve represent the ;ost per instruction (national
iaverage) for scientit.Lc progranzn. (5) The upper line represents recent experience in radar operational
prograuming. The slope is the same but 4ewer instructions- are wrinten per month per person due to increased
documentation (flow diagrams, operational descrý.ptions, etc.) and increased progran. complexity required ty
the user. The circles represent costs that are being experienced by -arious programiong organizations. The
spread is more a function of the variation in the definition- of what is included in progrzsaing rather than
Programming efficiency or salary var~ation.

"The trends in digital equipment costs, computer costs, and programuing costs are contrasted in Figure
S9. Simply stated the cost of digital eqipment and- vo~mpters is more or less stable. The cost of pro-"L grammifg is beccmin6 the domdnant factor in radar control and track processing. in a re•ent systm involving
several netted radars the cost of progremming was estimated to be about 15 million ,eollars while the cost of

-the computer wes approximately 3 million dollars. The-national experience for general-purpose c.mputer
"centers indicates a similar trend in that eqxiipment costs are now only twenty-five percent o: operating costs.
"A direct comparison of programming costs to computer costs for -radar systems is unfair because the same pro--
gram is used in all systems of the same types. Thus, if ten identical systems are built, the cost per system
for programming is one-tenth the originaý programming costs, if no site program adaptation is required. But
even in this ease the programming cost-per system has become significant.

A number of techuiques are being studied to help reduce the cost of programing. Compilers specially
-designed to meet tht needs of radar data proceszfng are being developed to reduce operational programming
difficulty. Such coapilers should also simplify the documentation problem. Since every advanced radar per--
forms the sane set of basic operation, pre-designed modular subprograms are being considered. These modules
wotal be designed for ease cf understanding, simple module interfating, simple documentation and multisystem
adaptability. Clever design -of programs that are very efficient btcause of the exact tailoring to the
system would -be abandoned. Computer requirements would increase and programming costs would go dowvu. This

- may-be the most cost effective solution to the problem.

------------------------------------------------------------------------

*Computer power ia proportiona! to the square -.1 the cost.

I•ur

I
1•



5. CONCLUSION

At t.e start ef the decade the accent -.f r'%dar data prccessix• engineering was directand toward

hardware. Teechclogy hia solved these proble=m. Today'the impor-ant problem is kow to reduce the cost of

prcgraux-dng and to -b!': PrOblem the radar cuo.ity W-t p'W direct iti attention.
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'7c he competitive frrn a cost/-tfectiveness standpeint. it is essential that the inherent flexibili-
ties of the aomputer-conrc-1 "i 'lL-7arjet Zracking. radar system (N4.T.T.TX.) are explo'ed to the fullest
possible extent.

The purpose of the present paper is to provide an introduction to the study of a suitable operational
control of full or partial electronirall,-steered radars.

"Horizon" and "vrazing" search modes are discussed which provide the minimum search time, which leave
the least possible freedom for target concealment in clutter and which provide a maximum of time left for
use of anti-clutter treasures during sub-horizon searching.

Design curves are presented relating the number of obtainable beam positions, in non.aeaptiv'i volume
search modes, to required transmitter peak power and numbers of hits on target.

Design curves are presented relating volume search time to system range and required volume coverage,
and taking into account pulse repetition rate adaptation to beam elevation, off-broadside beam widening and
adaptation of the number of hits to beam elevation for providing a constant volumetric detection probability.

A constant spatial detection probability, optimum use of the time and power, and a constant tangential
target location accuracy can be achieved by the use of an "Inversely-Proportional" antenna, of which both
the azimuth and elevation beauvidths are inversely proportional to range.

The importance of the use of very narrov beams is stressed, for reasons of reducing ground illumina-

tion, improving performance against clutter, and improving target tracking perforsance.

The results of an investiration are presented into optinum phaaed..array beam separation.
For the evaluation(9f phased-array detection performance a "Itadar Beam Disposition Factor, L(2) . is

introduced. Values of L d for different radar operatiniv conditions are given.

Design curves are presented enabling selection rf the optimum 1es separation a a function of the de-
tectability conditions.

A very small transmitter power is shown to be sufficient for the type of system operation described.
Interesting system construction aspects may arise from this.

Several of the arguments given apply also to systems having pha"e-frequency steering or using one-di-
mensional inertialess steering only.

A limited discussion is included concerning adaptive multi-target tracking procedures.
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OPERATIONAL EPL4LOYMENT AND DETECTION PERI-ORMAICE
OF

ADVAICED CO11PUTER-CO:TROLLED RADAP. SYSTEMS

by

Ir J.A. Bijvoet
SHAPE Technical Centre. The Hague, Nfetherlands

1. INTRODUCTION.

Various advanced radar systems, vhich use full or partial electronic beam steering and operate under
computer control, have come to be feasible.

For this second generation of radar systems to be competitive from a cost/effective standpoint, how-
ever. it is essential that their inherent flexibilities be exploited, as part of the overall systems con-
trol. to the fullest possible extent.

The classic, continuously-rotating, search radar spreads its energy indiscriminately throughout space
and generates information irrespective of the momentary needs. This not only results in the proportion of
useful information being small but involves both vanted information and large quantities of unwanted data
being fed to the signal and data processing system, thereby creating enlarged data processing requirements.

The flexibility of the computer-controlled radar can be exploited in respect of many of the detection,
data extraction and tracking functions. The combination of the improvement factors, some of which may be
small in themselves, vill lea4 to greatly improved performances.

The purpose of the present paper is to provide an introduction to the study of a suitable operational
control of full or partial electronically-steered radars.

To dissociate the terminology from any particular system design, such as "phased array" and "frequen-
cy-scanned" radar, we have introduced the term "Multi-Targst Tracking Radar", or "MmTR", so relating the
radar to its principal operational function and at the same time indicating that, in gchernl, selective
target tracking only is sufficient.

'Finally, the information which follows investigates the possible use of very narrow bt ...-.

2. HORIZON SEARCH.

With air-surveillance radars there is no need to perform a full-volume search. It is sufficient to
carry out an "Horizon Search" over a large azimuth sector but with limited elevation coverage, followed by
the lective, multi-target tracking of targets detected by the horizon fearch.

For example, in the case of a radar with a detection range of, say, 230 ka, an horizon search vith an
elevation eoverage of 20 is sufficient to detect all targets which enter the radar coverage at heights up
to 50,000 ft. (Bee Figure 1)

Selected targets are tracked individually by selective search of only those small volwues containing
the predicted possible next positions of the targets. The number of beam positions needed per data inter-
val for the updating of tracks is small ecmpared to the number of beam positions which would be required
to search the full volume, even when a large number of targets has to be tracked. For example, for 200
targets to be tracked, and assuming that, on average, per position update, two beam positions are needed
for searching and position extraction, only 400 beam positions vL.11 be required.

For the horizon searcp example shown in Figure 1,with an azimuth sector coverage of 1200 and a t. -. ov
pencil beam radar with 0.@ beoavidths in azimuth and elevation, 1400 beam positions are needed, giving a
total number of beam positions for searching and multi-target tracking of 1800.

The number of beam positions needed to search a full solid angle of 1200 in azimuth by 200 in eleva-
tion, assuming the some narrow pencil beam antenna, amounts to 9600. Therefore, for this example, the
number of beam positions needed for horizon search and multi-target tracking is only 20% of that needed
in the case of full-volume search.
A further large reduction in the time spent in each beam position can be achieved as discussed below, and,
since the full antenna gain is maintained, there will be a substantial red awtion in required transmitter
power.

These considerations also apply, to a large extent, to half-electronically steered systems, vhich em-
ploy electronic scanning, e.g., in elevation only.

3, GRAZING SEANCE.

A profitable mods of operation, called "Grazing Search", i one in which the beam elevation follows
the horizon contour. A slight additional elevation is applied so that most of the beam remains above ter-
rain. This reduces the 2agnitude of the ground clutter return.

The small volume left uncovered below the elevated been only needs a single low-elevation scan or
"Terrain Search". The need for H4T! (Moving Target Indication) operation is limited in this way to a SinUle,
or at most tvossinuth scans.

Horizon contour-following cau"s a reduotion of the total mber of beam positions needed since there
to no need to transmit in screened directions. In the terrain screening example shown in Figure 2 this re-
duction is 17%.
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With the 3razing .erch node, the smallest number of beam pouitions requiring 14TI operation is obtained.
This enalIes the numler of hits for MT., operation to h- increased, so providing improved anti-clutter per-
forr.a&ne.

If, for exe.riple, an average of three hits is available per beam position for the example in Figure 2,
the system can be operated so as to have two hits on target in non-cluttered directions and about six hi".4
for searches with MTI.

! rograznming the system control function and storing of data for the Grazing Search is not a compli-
cated matter since the amount of data needed is small. The subs-quent clutter-reduced elevation positions

can be obtained by initial manual beam control.

4. AVAILABLE NUMBE OF BEAM POSITIONS

The procedure of asing the available number of beam positions for deriving the relations given in the

following sections conveniently provides the fundamental system parameters.

The number of beam positions obtainable is a function of only the maximum range, the data rate re-
quired, and the number of hits on target, nh, needed for the specified detection probability.

For an unambiguous range equal to R max, the number of beam positions, Nb, obtainable within a data
interval or search time, T, is:

* 1.5 x I0 T(sec)Nb n nh Rmx (

Considering different types of system, the maximum radar range and the required data interval can be
seen to be approximately related, making the number of beams a function of the nuuber of hits only:

For example, if Ra 300 km and T - 6 seconds, b 3000
max b nh

The absolute maximum number of beam positions obtainable is 3000 ('rhich would occur in the case of

one hit per beam position only).

5. HITS ON TARGET. TRANSM4ITTER POWER, AND HINMBDE OF BEAMS

The required transmitter power can be directly related to the available number of beam positions and

the number of hits required on target, as follows:

From the radar equation it follows that the transmitter peak power, Pt, is proportional to D., the

signal-to-noise ratio required at the receiver; all other radar parameters are assumed to be constant
(Ref. 1). For a given target signal fluctuation characteristic and a particular false alarm probability,
D in a (non-linear) function of the probability of detection and the number of hits, 5n, on target (Ref.
I and 2). For a given required probability of detection, Pd thir "detectability relat on" io:
Ds - f()e d.r

r

Therefore, for a linear dependence of maximum range and required date interval:

Nb v 3000/nh and

P1 ctf(nh)P where PI is the relative peak power, i.e. as related to the peak power required
dr for the case of one hit on target.

The dependence of Nb, Pt and the relative transmitted energy per beam position on nh is shown in Fig.
3, for P a 80%.

Pdr

Without taking account of cost/effectiveness considerations it can be expected that the use of about
three hits per beam position will provide best integration efficiency.

For nh * 3, the relation between search time, maximum range and number of beams is

Nb -0.5 x 10 x T(sec) (Fig. 4)
max

For this optimum number of hits and the earlier assumed linear dependence of Rmax and T, the number
of obtainable beam positions is a constant:

Nb a 1000.

This number of beams, can therefore be considered as an approximate system design constant.

If more transmitter power is applied than that corresponding to the beat integration efficiency, Nb

can be increased (Fig. 5).

For our example, with nh a 3, Rmax 0 300 km and eA m 0 E a 0.50 and taking as an example the following

set of radar parameters (Ret. 1),

Pf a 10"6 m a I dB

Fast scintillating signal Cb E 0 dB
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Non-coherent integration L - 2 dBx

fe" 5000 M.4)z (v 6 cm) 4I" - dB

Gt a G r 51 dO L r 2 dB

L(d). 2 d8 (corresponding to a Lt . 2 d3
minin'um Energy
Factor at nh = 2 and 't 4is
Pd - 80%

Ref. 8).)

a pulse peak poweF of only 9 kW or a mean transmitter power of 18 W is required z.' 80% probability of de-
tection on a 10 m target (Raf. 1).

This low value of transmitter power is primarily due to the high antennE gain corresponding to the
0.50 x 0.50 pencil beam assumed. Interesting possibilities from the point of view of system construction
can result from such a low transmitter power requirement.

6. THE RADAR BEAM DISPOSITION FACTOR. L(2).

The solid angle that can be covered is determined by the number of beam positions available, the type
of scan pattern, and the spacing between beam centre positions.

There exists an optimum value of the beam centre spacing when coiisidering the total energy needed to
search a given volume. Early investigations by Bradley (Ref. 4) optimized the beam spacing on the basis of
maximum average power in space. However, average signal-to-noise ratio has no operational meaning; optimi-
zation of operational performance must in all cases be performed on the basis of average probability of
detection. This has been pointed out also by Barton and Hall (Ref. 5).

Improved procedures taking into account the effect of beam overlap were reported by Evans and
Kanyuck (Ref. 6) and by Hahn and Gross (Ref. 7). Their results, however, were valid only for a single hit
on target and for 50% detection probability.

When optimizing on the basis of average probability of detection, the optimum spacing becomes depen-
dent in the dotectability conditions, such as the number of hits on target, the type of signal scintilla-
tion and the probability of detection, because of the non-linear interdependence of these parameters.

An optimization has been carried out at SHAPE Technical Centre with respect to the Energy Factor, E,
which represents the product of transmitter power and the time required to search a given volume while pro-
viding the required average detection probability. Values of E as a function of detectability conditions,
and for both optimum and fixed beam cpacings, are shown in Figure 6.

It can be seen that only for 50% detection probability can a fixed spacing be used without losses.

A full set of data for the optimum beam spacing for a range of detectability conditions and for all
Swerling type signal sa.ntillation models is provided in Ref. 8.

In all cases the staggered beam arrangement, or triangular lattice, is optimum because of the reduced
spatial power variation. For this arrangement of beam positions the dependence of optimum beam spacing on
n and P is shown in Figure 7. The beam centre spacing S is expressed relative to the half-power an-nh d rp
tenna beamwidth.

To enable calculation of the rqq ired transmitter pNwer, etc,, for each setting of the beam spacing,
a "Radar Beam Disposition Factor, LTI)" is introduced, which factor replaces the well-known "beam shape"
or ?pattern loss" factor of the scen ing type radar. These are not applicable to the stepped-scan, phased-
array radar because there is no modulation by the beam shape of the received train of pulses.
Also, the effect of an increase in detectability due to beam overlap has to be accounted for, which over-
lap can cause this factor to be greater than 1.

Figure 8 gives a number of values of the radar beam disposition factor for different detectability
conditions (Ref. 8).

The solid angle of p in azimuth x ° in elevation that can be covered, assuming a stagg3red beam
arrangement, is

4 x s uiV' X S 2 x G0E 0rb

The time required to search this volume is
2 nh

T 2n5 NbR (mx m).
3 x105  m~

For our example vith GA = OE a 0.5, Nb " 1000, nh a 3, and R max 300 km, and for a relative beam

spacing 9' a 0.9 (corresponding to a minimum energy factor at nh - 3 and P4 * 80%) 1
p2
Cs x *s - 175 degr. 2
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"7hat i-, for instance, :'.-o ir. ee#t~(n x i7
0
jn azimuth with a data interval of T * 6 seconds.

For .' - 0.0, the relative a;hi angle .2 covered, is
p

""' -- - 1.7 NJ

A X "'E

The dependence of i' on P t is a.nown in Figure 9.

7. VOUJ,,E COVERAGE IIORIZON SFJ8HCH.

I" the above example, providing 87 azimuth coverage, no account was taken of the natural beam

broadening occurring at large angles away from the direction normal to the antenna aperture.

The antenna beamvidth at an angle ý away from broadside increases due to the reduction of antenna
aspect and is approximately :

O A (O= oA(0)/cobs s, v,ere OA(0) is the beamwidth at broadside, the relation

being valid for angles up to about 85 off broadside.

Due to the natural beambrop-dening the number of beam positions, Nb az' required in order to cover an

azimuth sector s reduces to

2 sin s
Nb az " S' JA(O)(radT

p A

The number of beams required in order to cover the volume 0 x # (when ;P is large), using a stag-

pered beam arrangement, and the time to search this volume are, rispectively

I *s 2 sin I*
t(% large) - "---. x x o

S E QAM(radJp

2%
T( P large) -s. x Nb(* large) x R a.(m)

3x105 max

For our example it follows that an azimuth sector of 810 can be covered in 6 seconds or, alternative-
ly, an azimuth sector of 1200 in T.4 seconds.

The azimuth coverage obtained in this way is not uniform due to the reduction of antenna gain as a
function of off-broadside angle, *. It is possible, by adjusting the mutual coupling between antenna ele-
ments, to reduce the variation of antenna gain with angle at the expense of reducing the maximum antenna
gain at broadside, G(O).

For the purpose of the present general discussion ye will assume that no such frequency-senaitive
measures are taken, and that the antenna gain, C(V) is proportional to the antenna aspect, so that

0(*) - G(O) cos oi.

As a result, the detection range drops proportional to /cos* and a plan position coverage is obtained
as shown in Figure 10.

The loss in coverage towards the sides can be compensated for by increasing the number of hits trans-
mitted in these directions. Because the antenna gain only drops rapidly towards the edges, only a small in-
crease in the total number of hits, and consequently in the total search time, is needed.

Examples of~plan position coverages with and without compensation are shown in Figure 10. The search
times are, respectively, 9.T and 7.4 seconds for the parameters as assumed above.

If horizonmcontour-following is used, these search times are reduced. For the terrain-screening exam-

ple shown earlier, giving a reduction ,f 1T%, the search times are 8.3 and 6.3, respectively.

8. REDUCING SEARCH TIMES.

These search times, or data inter.,als, can be drastically reduced further, if required, by either

- increasing the beamvidth in azimuth or elevation,
- reducing the number of hits,
- increasing the beamspacing above the optimum,
- using multiple simultaneous beams,

or a combination of these. All of these measures will involve increased transmitter power.

It should also be noted that not all azimuth angles have to be searched.

The above considerations did not include the possible use of the sequential detection technique. A
substantial literature on this technique already exists. It has been shown that, by using this technique,
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a reduction in the required number of bits or in the required transmitter power by a factor of about two
can be achieved for a low number of resolution calls.

The use of this t chnique is particularly well suited to the horizon search mode since the range in-
terval of interest caj be restricted to a mmall value near maximum range. Only for the lowest beam ele-
vation position dnes a large range i.terval have to be searched.

It is concluded that a large azimuth sector can he searched in a few seconds even when a narrow beam
is used.

All of the time left within the required minimum data interval will be used for increasing the time
spent in the lowest elevation directions for improving WrI performance.

9. FULL-VOLUME SEARCH.

For the sake of completeness, this short discussion on full-volume searching is included although, as
stated earlier, there is no real need for a search of all elevation angles.

When searching for tircrtft-type targets at the higher elevation angles the computer-controlled pen-
cil beam radar can conveniently take advantage of the reduced target ranges resulting from the aircraft
height ceiling. Firstly, the time inverval between pulses can be reduced proportionally to the maximur un-
ambiguous range, Rms., required. Secondly, for a given constant detection probability the required signal-
to-noise ratio, .D., if reduced.

The change' of R and D an a function of elevation angle,#, is shown in Figure 11, taking into -c-
count earth curvaturtaEnd atm~spheric diffraction, for a target at a constant height of 53,000 ft. (Figure 1)
The required signal-to-noise ratio is reduced by 30 dB at 20 elemation, assuming no antenna gain variaticn.
Consequently, the probability of detection rapidly increases to 100% (Figure 12), all parameters being
assumed constant.

If the complexity arising from the use of antenna gain variation has to be avoided, the extra energy
available will enable a reduction to be made in the number of hits transmitted as a function of elevation
angle. An example is shown in Figure 12.

Due to reducing both the number of hits and the pulse travel time a significant reduction is obtained
in the time to Lsearch the higher elevation angles. Figure 12 shows the incremental search times, n.T1. per
unit ot elevation angle for fixed and for reducing numbers of hits. It follows that the entire volme a-
bove 2 elevation can be searched in a time roughly equaa to that required for the horizon search.

The probability-of-detection curve resulting from the use of this procedure (Figure 12) still has a
large region of very high detection probability, indicative of the non-optimum use of the available energy.

To achieve optimum conditions, basically the objective in controlling the system should be to provide
a constant volumetric detection probability. In this case a minimum search time is also obtained.

Thin objective could be met elegantly if forced beam broadening by antenna illumination control is
introduced in such a way that both the beamwidths of the pencil beam antenna in azimuth and elevation are
made to vary in inverse proportion to target range; that is,

OA(4)/OA(O) ' eE(4)/eE(o),cR(o)/R(#).

This differs from the usual cosecant-squared type of gain variation in that both the azimuth and
elevation beamwidths are changing.

A particularly noticeable effect of such an "Inversely-Proportional" antenna is that the tangental
plot accuracy, which is proportional to R.G, remains constant in both azimuth and elevation,

The incremental search times of the "Inversely-Propgrtional" antenna rapidly reduce with elevation
angle and become very small at elevation angles above 10 (Figure 12). ^
In our example, the beamwidths will increase from 0.50 at the horizon to 30 at 200 elevation.

Since about three hits provide optimum integration efficiency there is no need also to change the
number of hits though, if necessary, this could be done to reduce the maximum beam broadening.

It is concluded that, by the use of p.r.f. adaptation and wither hit redu:tion or inversely-propor-
tional beam widening the full-volume search time can be held to acceptable values even when very narrow
beams are used.

The inversely-proportionas beamwigth adaptation could be approximated by changing the beamidths in
steps, in particular between 2 and 10 of elevation.

The conventional cosecant-squared antenna is inefficient from the time managemem.t point of view since
neither the pulse repetition rate nor the number of hits on target can be varied.

10. NARROW BEAMS.
The present paper assumes the use of narrow antenna beams because of their inherent advan'.ages from

the operational point of view.

The increase. antenna gain itself is not the primary advantage as the resulting reduced transmitter cost
has tm be balanced against the increased cost of the antenna, although it should be remembered that, for the
same radar range, the required transmitter power is inversely-proportional to the square of the number of
antenna elements.
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.he main virtues of the narrow beam system from the operational point of view are

- the high target locfttion accuracy, which also allcws a reduction in the rolumes to be senrchts3
for target position updating in the multi-target tracking phase;

- the reduced ground illumination, giving reduced ground clatter return and the possitility of
minimising the volume to be searched urder clutter conditions;

- the reduction in 3ize of the radar resolution cell which represents the intercepted clutter
volume and therefore reduces rain clutter return;

- the reduced sensitivity to external interference.

11. FREQUENCY AGILITY.

Also assumed in the example is the use of frequenzy agility (pulse-to-pulse frequency jumping). The
reasons are thst it has the following advantages:

- increased detection probability, due to the fast target signal scintillation : 3-dB gain for
three hits and 80% detection probability (Ref. 1,2,3)

- reduced targAt glint error, due to decorrelation of returns
- reduced multi-pass error and reduced "lobing" effect, due to filling-in of interfertnce 'uil1

caused by ground reflection

- improved interference resistance.

12, "FIRST-GRADE"- AND "SECOND-GRADE" COxrROL.

The discussion above on optimising radar operational performance has been restricted mainly to what
could be called "First-Grade Control", that is, simple system control procedures, optimising pirformance
primarily by management "'f the spatial power distribution and the distribution of search and tracking times
and not requiring multiplication of hardware or extensive computer processing.

The purpose in limiting the discussion to first-grade control is to show that. even with simple system
control procedures a large increase in efficiency of the time and power management can be obtained, and
that acceptable data rates can be achieved even when narrow beams are used.

Included under first-grade control are horizon-search and grazing-search procedures, and the use of a
single, multiple-channel receiver,

"qecond-Grade Control" would imply control procedures requiring r multiplication of hardware or ex-
tensive data processing. Examples are sequential detection methods requiring detection channels ft each re-
solution cell and extensive adaptive control procedures.

Forced beam-widening would also be classified ns second-grade control since its complexity does not
result from switching off antenna sections, for example, but from the need for power redistribution or re-
setting nf element powir levels to restore the proper antenna illumination function for the maintenance of
sufficiently low side-lobe levels.

13. MULT?-TAROST TRACaNG.

Tracking is discussed here only in the context of bean management and time distribution.

As mentioned above, the tracking of targets detected with the horizon search would require a number of
beam positions which is small compared to that required for searching. If the syet=m is operated in such a
way that target-position updates are performed before the targets' next positions hary an uncertainty cor-
responding to one beamvidth, and assuming two-dimensional monopulse position extraction, only one beam po-
sition per target is needed. Also, in general, not all targets in radar cover need to be tracked, since
certain parts of the air space may not be of interest, and some tracks could be terminated when they are
no longer of interest.

Consequently, the data interval, or the interval between looks on the same target for track updating
will not be much larger than the search times derived for the examples discussed above. This additional
time required for multi-target tracking is further drastically reduced because, in most cases, the eleva-
tion anlee are relatively high and ranges short, which means proportionally smaller pulse intervals (Fi-
gure 12).

Furthermore, it should be realised that the achievable data intervals mentioned earlier constitute the
average of the track update intervals of the different targets. These intervals can be different, depending,
for example-, on the track quality, the particular manoeuvring status of each track, and the collision chance.
In "track-while-scan" systema, using continuously-rotating search-type radars, the available data rate is
necessarily related to the worst target nanoeuvring possibility. In the steered Wsatem , adaptive con-
trol of data rates can be simply accomplished. Since the chance of all targets turning at the same moment
or otherwise requiring close attentioL is small, the steered system can employ increased data rates on a
few selected targets and reduced data rates on others, Consequently, the effective data rate in much higher
than the average data rate.

It is possible in principle to obtain a further substantial reduction in total tracking time by updating
several target positions within a single pulse travel period$ correspunding to the target at the longest
range. In this mode pulses a.e tr&ansDittOd seqenatiallY in the subsequent directlons of inoreuing target
range, all pulses being sent within the naxim. pulse travel time. Roturms are listened to in the same way.
The total number of targets that can be illuminated ia this way within one pulse repetition period is l-
sited by the range of the nearest targOt.
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This mode of operation requires, however, a very rapid recalculation and repositioning of the beam.
The tracking of several targets within one pulse repetition period also creates an increased demand on the
transmitter capabilities. Consequently. interpulse-period track updating is classified as second-rrade con-
trol.

When however updating targets in subsequent data intervals, the computation of the next bear direction
can be performed in the precedin,- data interval.

Using the narrow pen8 il beam, three-dimensional target tracking is achieved. By providing a fixed tilt
of the antenna, of say 30 , targets can be tracked to very high elevation angles, so that the system will
not have a "zenithal null". No significant reduction in the horizon search performance will occur as a re-
sult of this tilting due to the slow change of beamwidth and antenna gain for small off-broadside angles.
Separation of the tracking from the searching function permits optimization of the system for both func-
tions independently. For instance, the most suitable transmitter waveforms can be selected for use in each
of the two phases.

i4. CONCLUSIONS.

To be competitive from a cost/effectiveness standpoint, it is essential that the inherent flexibili-
ties of the computer-controlled radar system are exploited to the fullest possible extent. With proper con-
trol, the large flexibility of operation of this se,,ond generation of radar systems leads to a greatly im-
proved performance as compared with the non-intelligently rotating, full-volume search, radar.

Even when the systems management is limited to "First-Grade Control", not requiring multiplication of
hardware or extensive computer processing, a large increase in efficiency is achieved, both in the use of
the time and power available, in generating the wanted information.

For air space surveillance, including the detection and tracking of airborne targets, it is sufficient
to perform an "Horizon Search", with a small elevation sector, covered by a few elevation beam positions,
followed by the individual and selective tracking.of the targets detected (that is, "14ulti-Target Tracking").
The substantial power wastage of the large-volume search and tracking system is in this way avoided while a
better performance is obtained.

Air-Traffic Control is a good example of a civil system not requiring a full-volume search. Flight plans,
target handover procedures and prescribed corridors limit the volume to be searched;consequently, the use of
Multi-Target Trarking alone would often suffice.

Inclusion of tho horizon-contour-following and "Grazing Search" procedures as part of the horizon search
mode limits the total volume to be searched and the number of ground illuminating beam positions required,
and leaves the maximum time for anti-clutter operation. In this way anti-clutter performance is improved,
particularly if narrow antenna beams are used.

With regard to the %olume that can be covered within a given duta interval, 1000 beam positions ap-
pears to be an approximate system design constant.

Optimum integration e~ficiency occurs when the number of hits on target is approximately three.

To maintain ta optimum "Energy Factor" (the product of search time and transmitter power) it is neces-
sary to adjust the spatial beam disposition to match the radar mode of operation, particularly for cetec-
tion probabilities higher than 30%. Values for the optimws setting of beam spacing for different numbers
of hits on target, detection probabilities, and target scintillation models, have been provided.

For the evaluation of phased-err y detection performance a "Padar Beam Disposition Factor, L(2)., is
introduced, which factor replaces the beam-shape-loss or pattern-loss factor of(•e continuously-rhtating
search-type system, which in not applicable to phased-array radars. Values of L for different radaroperating ctnditionr are given. t

It ha been shown that, even *hen using very narrow pencil beam antennas, a large azimuth coverage can
be obtained within acceptable data intervals.

A very small transmitter power is shown to be sufficient for the type of system operation described.
Interesting system construction aspects may erise from this.

An example is given of compensating the loss in detection probability at large off-broadside angles of
fixed arrays by increasing the number of hits on target.

Coverage of the full volume above the horizon-search is not considered necssary. It is shown that, if
nevertheless such a reareh is desired, this can be performed vithin a time comparable to that required for
the horizon search, by exploiting the reduced target ranges for reduction of the pulse repetition period
and reducing the number of hits required to meet a given detection probability.

A constant spatial detection probability and a constant tangential target location accuracy can be a-
chieved by the use of an "Inversely-Proportional" antenna, of whicn both the azimuth and elevation beamvidths
are inversely proportional to range.

The importance of the use of very narrow antenna beans is stressed, for reasons of reducing ground illu-
mination, improving performance against clutter, and improving target tracking performance.

Several of the arguments given apply also to systems having phase-frequency steering or using one-di-
mensional inertialess steering only.



It is concluded that, vit~h an electronicoally-steered radar system, the time and energy required for
multi-target trucking is-small compared to the volume search time. Further reduction of the total target -

traciing time is ebtained by exploiting the reducvd tara-et ranges.

Tk~he effective tracking data rate is much largtr than the ay~rage system data rate, because ot the So*-

sibility o dpigtre aartst ac rc odtos

A small tilt of t~he antenna permits target tracking for aU, elevation angles, in this way avoidiUR the
usual "zenithal null".

In the computer-controlled system, using the mode of optriation described, it in passible to separately
optimize the searching and tracking functions.

A new approach to rad&.r *s-atems design and .valuatior is necessary. For optimizing the information ge-
nerating capabilities, A reversood .pro~ lhudb ae ntecnded Ysati iarget tracking radar
sycten, the data user will coatin 3uzli determine target and search arva priorities and inforisation require-
sunts. By systems control the data processing system is instructed accordingly and determines track update
and searých area requirements, and in tt.rn instructs the radar and signal provessin&.system-to generate thle
required information. The voluzes left to be searched are continucusly being,-minisized, as part of thle systems -

control process.

It is to be noted that this procedure is the reverse of that customa::y for- conventional search &Ad track-
ing radar- cystsma whichi generate information continuously. irrespective of the momentary need, and Uhich leave
it to the signal and data processing system to filter out the wanted information from &he large amounts of
unwanted data.

The fact that little has been done so far towards such an approachb is exemplified b-- this S moium which
does hot include a "System Control* category, and where this paper has been listed under "Data Proceising,
in line vith t~ae classic sequence of events in radar and data processing. -

John Allen bas safid, at. the Lang Island IEU Symposium in 1969, that *Fhased-Arzaye cannot -compete, with
meahetically scanned radart.'. It seems to me, however, that -the classic search radar,, as stuh, will. disappear
and th~at the future of radar (for civil application too) lies isstnc trld ar-ecl-am, mlti--
target tracking radars.

It may be disappointing to, the radar engineer to realize that- radar-will becoe subordinate to ask-uder
continuous- control of the- system, rather-than being an rno~sdt eeatn ore u e can-no longe
afford to go on'-spreadingalorpseiufietlitoh aaea Musn an =sieimt amer

Thewaer-eniner.howeVer, -may find -some consolation in-thi, fact that- the advent- of adeti're control
procfldures-mark the end of the radam, as a cisasic exasple of a c_ 0ois sysiti.
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SUMMARY

This paper covers the digitisation or plot extraction of primary radar data which can be used
to fulfil two purposes. Firstly, to permit narrow band transmission of radar data from a remote radar
site to a centre at which displays are located, an' secondly, to provide a bright display of primairy radar
data using conventional fluoride displays without involving scan conversion. The paper will cover the
techniques involved in both hit detection and plot detection of aircraft echoes derived from a primary
radar together with the varioun techniques employed to reduce the incidence of false plots due to clutter

and weather. Reference to secondary radar plot extraction will be made and the system requirements
for processing and displaying plot extracted radar data will alsr be discussed.

I . INTRODUCTION

I.r Plot extraction- f primary radar may be defined as the process of correlating the returns from
successive radiated pulses so as to determine, once per antenna rotation, the positions of illuminated
targets. The process is essentially probabiaistic and a position report is generated whenever the
likelihood of a target beirg present, at the specified position, exceeds some threshold level. Thus,
reports may be generatid when targels are not present (probability of false plot), or reports may not be
generated for targets which are present (probability of detection).

t. 2 On the conventiona r adarge.thud e cube &splayn the human operator can very effectively make
a visual correlation ofthe reany th of timhe preence of targets. Using phosphors of moderate
persistence, -his corre.lat~oilfield,- in practice, extends-to cover several antenna rotations. He not only

frrewarget i -ans a ime detect nu ber, bt also correlates the plots from successive antenna sctarS so as
1to obTe slh movement of the target. pThus he can terack the-target. His ability to carry ouy this
n issileg procensoerpectallyrfci agt length of time, is limited. He can really only manage to deal with a

few This - at-aitne. Tqnmbt hproces ofpcanlt e ax e reducaes drrmaically as the speeds of the targets
inicrease-and their movements become mnore erratic.

m.e3 The- shortcorints of the human operatorled yto a requiremend in military intercept systems and
in misedto thesyrequire n trackirg to be performed byse s, f•rthe deoguce andsubsequenthy digital computers.
Thislin ofrn, requridthe pracesto of ploti extraction to be carried out autosatically. Thus, the develop-
dentvof-plet extractic t techniques etwed much originally to the needs of militaryn systems.

1.4 More recently uioweveri the -tapid expansion of civil apiaaion and teondaryary radar
hased to the- requtpeunt in air traffic control systemsm for the direct labelling on the radtar position
display of sianificant informationh relating to the targets displayed. This has caused considerablM-

Sdvel6Pid ent effort to be put into extraction systems for both primary and secondary radar, c nd systefms
are aidw iperati.ai eusing tra theng computers connected V primary and secondary plot extlvactors. Aswell as proclding outputs in a forr.i suitable for computer processing., plot extractors also consiLderably
reduce the bandwidth required for the transmission of radar data. Tkus compared with the several Mltz
video bandwidth of a radar, after plot extraction the data rpay typicaly be carried over eircrits of a f ?,w
kHz bandwidth. This means that where a-single centre is to be used to provide control over a !•z"ze a -- a,

the whole area can be covered by- a series of remote radars, sited so as to give the best radar a
The radars can then be connected to plot extractors and the extracted data economically transmitted into
the centre.

1.5 After suitable processing the output of a plot extractor may be written on a display with each plot
being re-freshed at a rate of typically 20 times per second. In this way, a bright flicker-free display is
produced enabling radar and procedural controllers to sit side by side in an air traffic control centre,
thus eas•ng the communication problem between them.
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1. i teurin t iu~uzuY of' the xhu qr-crator rryig otA -1 ft A~t'ntc snd trackinug. it
should be observed that lin such A system the humank operator will -subconsciously lower his acceptance
threshold in the area in which he expects, on the basis of the previously observed track, to see a target
return. Thus he will accept a weak response as confirming the continued presence of the targei he was
already tracking. In just the same way a tracking computer can be used to control the aczeptance
thresholds in a plot extractor so as to increase the pr')babi3ity o' -edntaining a continuous track.

2. PLOT EXTRACTION

2.1 Over the past ten to fifteen years. the basic teciniques; of digital plot extraction have become
relatively well known. -Although. many different inachines have been, and are being made. whose
peri~rmance varies from one to the next, they are all derived from the sarre principles. One way
perhaps.- divide primary extraction into three main areas: -

(a) Hit detection.

Nb Plot detection.

(c) Clutter elimination.

2.2 Hit Detection

dgalFrom a-conventional incoming video contAining an abundance-of wanted aiid-unwanted signals, a
diia representation must be preduced. Hopefully, this will contain-information about a11 the wanted

signals And nothing of the unwanted one's. The-process of quantization i s essential for the plot detection
following-it and may be periorme~i In *. vari-ty of ways..

2.3 Perhaps the most comman method ndopted is to operate with a. iingle amplitude-threshold and
to accept all levels above this threshold as a logical- 'one' and to reject allbelow as logical-'zero,. Such
a threshold would usualy be controlld by go- -e type- of Aoiveaciouitipg feead-back loop, in 'order to
preserve a constant-false alarm rate (CVP.R) -in-the -presence of varying thermal noise.

2.4 The video would be better represented by quantiiing into more than one state-, using several
thresholds at diffe~rent-xroltajtes-. multi-mlevel quantization. With signalu in-thermal noise alone, it can
be shown that the-improvement using convdonsional plotetraction techijiques is-liimited-to-iaround 2dB

adsince a large nrae inais hadwreiseded4to Impleet- t muti-level quahtlg-isAusually
d~imissed as-not-coste eective. Hoeei lte ra ti osbeta h rpoeetin
detection may be- nuchgreater, ýand ýwith a: ~ cniutofi- the presn onadtdo-trg-ot
raiulti-le ul quni-imay' yetome intoue

2.5 -The amiplitude qunie -signal so- far, prduced-willl in mostsystemsalso be tim~e quantie by
a cnvniet aige- clock. At this stage Ui is caveintt asssth width of ch hit -in ord4er to

reject those which are much shorter or rmrch lon er than the origiaiktrainsmitted pulse.

2.6 In-some sya-tems r. vidceo may be rfwceived wihic~h has-Already-beeii quafitized; for ezomple, -in
certain-typea of diratal MTI. Thiz. is, howeverr- merely -.i shift of hardware within the-overall system.

2.7 The Anfoi'mation content of the uignal-emerging fromn hit detection will have a certain probability
oftiussigabi (P 5 ), ~~~~~and a certaini probability-of false ,signal _(PN.Waerthqaningssel

employed, these two quantities-will-be-retlated 'to the siginal-to-noise-ratio-of the original-video aind, in
a non-clutter situation, the- relstionship will -usually be-readily calculable.

2,8 P14t Detecton-

Hulling produced a-digital representation of the incoming video, a plot extraction devicemust
store that data-for it-period corresponding to several single illuminations of a target. This Is necessary
in order. that -swecessive return& may be ra nge correlated to produce the required detection-probability
and~decresseti-false alarm rate. There-are many ways in which-this may be done, each method having
slightly different characterik-tics -of- its own. Three such methods are conventionally rifeired to as
$moving widw' staircasie lnutegrflor! and 1mav;Uuum likelihood estinmitoir'.. Some of the methods
require data -storago- for only -i few p. r. i. s. (-. r. i. -pulse repetition interval), whereas the 'maximum
likelihood estimator' needs somewhat over twice-the Adar .1eamwiulth of storage. -The 'moving window'
detector requires the storage of data-for onle be amnwtdth and h"8, for a given false alarnm rate, the --

highest proba!t.sldiy.ýof detection of'.wjry of theme methods.
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2.9 The azimuth resolution variea from one detection method to another. In general terms, thoce
detectors which attempt to resolve targets separated by less than the radar beamwidth also produce a
high proportion of target splits, due to missing hits. Azimuth accuracy also varies between the methods,
thuair which reein ihe complete hit partern, like the imoving window-, providing the best performance.

2.10 At this point, the two common methods of organising storage of hit data should be mentioned.
One way is to allow a separate range bin for every possible hit position during a p. r. i. , over the complete
beamwidth, arranged ao that they are addressed by a real-time range word. This is called range,
oriented storagL. Alternatively, one may retain only the actual hits received by storing their range in
any chosen location. When storing a new hit in this fashion, its range must first be compa: id with others
in storage. If the ranges are within some selected tolerance of each other the new hit enters the detector
storage at the original address; if they are not within the tolerance, a new address is sel -ated for the
new hit. This is frequently referred to as address-oriented storage.

2.11 Address-oriented storage is used in order to save storage but can becorp ,,.,'ated if a large
number of hits are received. Range-oriented storage cannot saturate and is essential for most types of
clutter-elinination.

2.12 Range orierstad storage yields range resolution which is limited by the chosen granularity of the
range bin (or the radar pulse width, whichever is greater). The range resolution of address-oriented
storage is limited by the correlation tolerance. In both cases, the reporting accuracy of range may
bL- much higher than the resolution; typically J- mile resolution but 1/16 mile accuracy.

2.13 For each application it would be possible to assess the storage and detector costs necessary to
achieve the desired extractor performance. However, even with the present cost of storage, a range-
oriented 'moving window' system may-often provide the most effective extract ,)r. It combines high
probability of detection with high range and azimath accuracy, has adequate range resolution, is non-

Ssaturable and has azimuth resolution realistically related to the radar beamwidth.

2.14 After the plot extraction process, there will be a certain probability of real plot detection (PD)
-and a certain probability of false plots (PFA)- When consideration is taken of targets in termal noise
alone, PD and PFA may be optimised by adjusting the parameters of the hit and plot detectors. For a
particilar extractor there will be mathematically expressible functions connecting them. Figure I shows
a graph of (final) PD against signal-to-noise ratio for a fixed PFA of 10-6, corresponding typically to 2
or 3 false plots pet antenn-a rotation. This figure is for a 'moving window' extractor optimized for a
radar producing a theoretical 16 hits per 3dB beamwidth.

2.15 Clutter Elimination

When false signals are present of comparable amplitude-to wanted signals and which are not
distributed according to ny well defined probability function, extra processing must be introduced.
Such processing may be applied within the radar receiver with great effect against certain types of
clutter. Alternatively or additionally, a further statistically derived function may be introduced into
the plot extractor. Such a function would attempt to retain a constant false alarm rate, at the expense
of detection probability, -by assessing the clutter distribution surr.undizg the current detection window.

2.16 As mentioned earlier, range-oriented storage permits this assessment by providing a complete
ari.a of hit pattern which can be analysed. Systems incorporating this method have achieved considerable
sut-cess. Figure 2 shows the type of function used to maintain a 'moving window! detecto, at a constant
false plot rate of 10-5. The independent variable is the sum of the hit pattern over a carefu3ly chosen
area surrounding the extr.ction window, and the dependent variable is-the leading edge threshold to be
applied to that window,

2.17 - The limitation of false plots due to clutter 'is especially important where the extracted data is
to be transmitted via A nzrrow band link, which, by definition, will have a relatively restricted mesbage
handling capability. With the display system at the same site the problem may not be so acute although
the display system itself will have a finite capacity.

2.18 Secondary Radar Extraction

With secondary radar, the problems are sonzewhat different. To start with, the hit detector
is not concerned to any gre:At extent with thermal noise, but on the other hand, it must recognise time
intervals to a high accuracy, so as to extract valid code p;lses, whilst taking account of such problems
as garble and interleaving. In fact, the 'hit detector' expands to become a system element in its own
right, which is common to both automatic and manual secondary radar systems.
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2.19 The plot detector also has different tasks to perform. Fruit, i.e. non-synchronous secondary
returns, mutst be eliminated, and the extractor must compare and vauiuliqw i6ie 12 uWt Cude ariaoz,,.atz-=
with each target. Since three mode inteelace interrogation iq now common practice. storage must be
available for a verb minimum of 36 extra bts of data with each plot as compared with a primary extractor.

2.20 In general terms, secondary extractors must handle much more real and wanted data than
primary extractors for a given targ'pt density, but the elimination of unwanted data is simplified. The
actual plot detector type is much less important and clutter elimination is unnecessary.

2.21 Combined Extraction

When extracting data from both primary and secondary radars which are co-located and
synchronized in rotation aund puIne repetition frequency, an extractor may operate on both simultaneously,
and correlate in real time the primary and secondary return# from the same aircraft. This will reduce
the data to be transmitted to the display site; typically this saving could be as high as 25% of line time.

2.22 There does exist, however, a finite possibility that two returns will not correlate, and this
-possibility rapidly increases with any separation between the two antennae. With a separatf.on of say
240m, the probability of non-correlation in range is approxirMately as shown' in Figure 3. The law
relating the probability of range splitting to azirm,th is very nearly Minusoidal, and splits may be reduced
by arranging for the trigger of one radar to be delayed by a simple function of the azimuth. Figure 4
shows the resultant decrease in split probability.

2.23 Non correlation in azimuih is not of such great concern, due to the relatively )ON azimuth
resolution of the radars, although it must be borne in mind that even in the perfectly co.,lcated condition,
azimuth splits-may arise due to the dfffe~ent hit patterns which could be received from the two radars.

2.24 Where the two radars are so separated that azimuth splits become troublesome, or alternatively
where the radars are not synchronized, it is necessary to use Independent extractors and to perform
correlation as a separate function. To retain the saving in data transmission time it is preferable to do
this at the radar site, possibly using a hardware correlator. If however, any, processing is required at
the radar site of a type which is best done using a general purpose computer, then the computer itself
may additionally perform the correlation. Alternatively, at the expense of data transmission time, the
correlation can be carried out in the display processing computer.

2.25 Track Feedback

If tracking is introduced, there exists-a very attractive further extension to the ystem; ldynamic
detection criteria control, (DDCC). This process closes the loop between plot detection and tracking and
begins to resemble the human operator.

2.26 When a track has been established, the detection criteria in an area-surrounding the targets
next predicted position aie e rliberately lowered from their normal setting. This i, a smaU
increase in false'plot rate, but yields-a large Increase in track confiden'ce.

2.27 If tracking and extraction are carried cut at different locations the need for reverse data
transmission may introduce organIzational and storage problems. For this reason it appears likely that
future plot extractors will have some' limited in-buiilthardware tracking facilities, even if final tracking
is performed-by a remote softwkre processor.

3. DATA TRANSMISSIO'-" REQUEREMENTS

•3.1 Plot extractors are-frequently located-at radar sites remote frcm the centres at-which the data
is required. In -f-stems for air traffic control, now operational or in the planning stage, data is being
sent over distanct -s of several hundreds of kilometres. Use is being madie of narrow band channels within
existing microwave communications links, or in some cases of leased telephone circuits.

3.2 In typical systems data rates of some 2'0fl bits per second are required Ao cover the transmission
of primary radar extracted targets. With a. s. r. data included, data rates of-about twice this value ar"
required. To guard against transmission errors it i' usual to provide simple, single dimension isrity
checking systems. Whilst this affords no posvibili;y of error co-rection -tere fs little requirement for
this, since a revised data package on each target is normally availibli. one antenna rotation later.

3.3 The data transmission rate required can I -e reduced by carrying out tracking at the radar site.
In this way full track data on each-target need only be aernt- occationdlly, with track correction data being
sent more fr-quently, at a maximum rate corresponding to once pet, antemm rotation. However, such a
system relies more heavily on the integrity of the data transmissian system, so that more sophisticated
error detection and error correction techniques must of necessity be Introduced. Fur&her, the demands
on &. tracking computer located remotely from the display centre art: much more severe if advantage is to
be taken of the possibilities of lower data transmission rates. In such a case-fully automatic track initiation
is essential, otherwise data, possibly of Importance, will be prevented from reaching the display system.
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04. DISPLAY PROCESSING REQUIREMENTS

4. 1 When we come to the question of displaying plot extracted radar aata for air traffic control
systeris several possibilities exist. In all cases some processing is requirea. in the aimpier case,3 this

f can readily be carried out uring special purpose processors. For more sophisticated applications storcd
program computers are more applicable.

4.2 Invariably, there is a eequirement to carry out conversion of the position data from polar to
cartesian co-ordinates. In the simplest display system this is really the only processing required, in
whichadare Thi c eo-ordinate conversion may mot conveniently be carried out using ,pecial purpose
hardware. This can either be implemen•.ed within the plot extractor or within the display system.

4. 3 The aimpiest display system may in fact involve no more than receiving plots from the extractor
4 ~ and painting a position symbol on the display at the appropriate position. Using a long persistence

phosphor the display is then similar to a conventional radar p. p. i. display. Although there is no lwnger
a rotating spoke on the display, the plots are nevertheless painted more or less in synchronism with the
antenna rotation so that a rotating effect is obsp: vable. If a background map is required, this maymost
conveniently be produced synthetically using digitally controlled vc ctor generation techniques.

4.4 In such a system there is no parttcleor problem o,* display writing speeu. Using displays of
only moderate performance the time required to paint the arriving plots is quite insignificant, so that
a great deal of time can be devoted to writing a synthetic background map. Maps of moderate complexity,
comprising typically some 500 vectors can readily be written tuder these circumstances at a refresh rate
of 20 times per second.

4.5 To provide a bright display the plots must ale ) ne stor,,s ;.d then written on to the display,
preferably at refresh rates of 20 times per second or •oca•. Arrangements can be made for retaining
plots from earlier anlenna rotations and painting them ,it lower inttensity so as to produce a radar 'trail'.

The plots can be labelled with identityv and height information using sezc•rlfry radar data.

4.6 Such a system requires displays having higher writing and recovery speeds. Even so, a
compromise has to be reached depending on -he parameters of the particular system, so as to apportion
the available time between writing plots and writing sintherie map,. in a typical sy-stem currently being
implemented, a plot capacity of some 1000 plots or trail positions is provided, together with a synthetic
tip capability of some 300 vectors.

4.7 At the next level of sophistication, tracking can be introduced. In civil air traffic control this
is not likely to be implemented except in systerms which include plot extraction of secondary radar. The
-track labels may now be used to provide pertinent flight Cnformation fI,,n which controllers woald otherwise
need to refer to flight strips or some other'data display.

4.8 In such systems the use of -4096 discrete codes provides a powerful means of automatic tracl.k.
initiation -nd tracking can be-used very effectively on secondary radar only. However. it is well )mown
that the -craft antenna designer has considerable difficulty in producing-an antenna with an isotropic
radiation pattern. In consequence secondary radar responses are apt to fade at crucial points in an
aircrafts flight. For this, and other reasons, the ability of the system to continue tracking on primary
radar data is of the utmost value.

4.9 Systems are in operation using the processes described and mcre are currently biAng plapned.
We may now look forward to a decade in which considerable effort-will be put into refining the basic
techniques and improving ' their implementation.
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SUMMARY

In this paper a strateigy far sim-0taneous tracking of mrany targets by a phased-array-radar system is described. Tho
accuracy of each irack is dhfin~e by a limiting volume, so that the probability of the target to Ile outside vanishes

exactly. Errors in locatior and limiting values for the cinemoti~ol behaviour of the targets are taken into account.

The expectatian value of the total costs for tracking a fixed number of equidistrisbutvtd objects of one kind is calcu-

lated. It depends strogly an the accuracy of th track and the number of stored echoes. Because no smoothing methods

are used, we easil7 Car' eva kate the density of the distance between the target and the center of the expectation

volume. There is a simple& relationship between the implied cinematics; and the tracking costs, so that the advantage

of adaption during the trecking of a target can be derived approximately.

t INTRODUCTION

IPer the control of a phased-orarra-rodar (PAR) system a computer is neccessary, which especially has to start adserve

the different phase of processing. So the antenna resp. digitolextroctor is linked up with the computer much more, than

this is the case with common surveillence radar sets. Frcm this It can he concluded, that the quality of eperation depends

not only on the hardware, but is strongly influenced by the pragrarn-systems brought into action.

By using the stared informiation from the past, the advountage of a PAR system moreover ties in the possibility, to send the
concenitrated energy In such regions of space, where observations probably will give much informatica. For wing this
reality, suitablet 3trategies and o-Igorithms ore to be searched for. While with common surveillance racbr all space ranges

ore scanned ior equidistant times, with PAR we can vary tOe smling-periods; and adapt the decision thresholds to opti-
mize the whal* system.

Roughly simpl-ilying we can distinguish three phases of processng

41 1. The searchmudet In this mode the PAR system is controlled by a special processing-algorithm (see for instance 1) ,
which o! m. at a xmot rapid and sufficient secure acception of now flying objects at the border of the ro;ige. For opti-
mizing the vearthstrategles ther are many different criteria depending on the operation of the whole system.
Especially at the border of the range the received signals in this mode consist of true but also of lots of false ones, which

are transmitted into storage buffors. A discrimination between true and U~se signals or a setpration of the built up false
traces can without additional information onty be realized by obiervations of correlations in space and time. The implied
steategies influence the probability of escape, because only a portion of limi~od depth of the range con be processed

during thi3 mode.

2. The mode of trackinitlatians In this mode of processing the discrimination between true and false signals is accom-

plishe and that trackph~as Is starttod. In special mases of interest identifications are undertaken and cinernatical pera-
meters and intentions ere estimated.

3. The trackmode: It is the rpsponsibillty of this mnuds to process all traces, which ore controlled in the range of sur-
veillanco. Because each additional rAn of a target will give risi to costs (tiome resp. energy), adaptive strategies are
to be set up, which minimize fthe~r hocking casts. We here only consider this phase. A trackphilosophy has to in.ply

-a variety of 6 priori unknown or only portly known factst manoevres of the tracked objects, to escape for instance,
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decision efTors, which give finite detection and falsealarm probability, clutter and location errors of statistical or sys-

tematic kind. The consequence of These facts can be untnmcly cancellation of true traces, branching and instability
idcdby processing fletraces.

So, -iinerally, ther6 is no unifom best traclcphilosophy, because acttusily the special assumptions on the above mentioned
(acts and furthcr requirements are to be involved. If you know, that the possible menoevres of the objects of intprest
(describeK; by maximum values of accelerations across and parallel to the velocityj Q rep. B ) are small, smoothing
methods are used. But if you hove to expect a high mobility, It may be better to study the cinematical restrictions more
exactly . The limits betweer. these two aspects ore not sharp, so adoptive branches are part of a mome sophisticated tracking

logic.

By definition, a truce in the computer consists of a cyclic list of space-time-points of passed locations of one object. For

continuing a trace, new positions are required for definite times. To this, estimated positions are to be transmitted to the

antenna-system, which essentially define the confter of a spatial expanded expectation volume (EV). In this area, possib-

ly, a search with more than one antenna position is started for locolizatio.. of the expected object. The membership of

datas ( r, 0, 1.) It) to a given trace Is defined by belonging to the joined EV.

We now come to assumptions defining our model: Let the characteristic of the search-pancllbeam be nearly square with

a width of + -:k0.5 dgr. In and 14). In the case of adetection ameasuringoa!* and tPupto £* 0.1 dgr. In
0and 14P Ickes place. We assume a quantization of the distance r to the radar-center of A r - 150 m aind take a range

of 150 km For numerical results we take a meca.volue, of the decision length (target or no target) at one antenna position

of T= 5 ins. Ydenotes the time spent for pdsition measurisng. We set - .
Further we assume, that only one accuracy for all tracked targets is required, although this is immateIa to our algo-

rithms. Far the maximum values B, Q we take 2.5 resp. 10 rn/sec2. We started from troaking-ipgics for Monairador 2) end

Multirader3) as *hey are developed and studied theoaretically 4l).

EXPECTATION VOLUMES

Let tl >t2> -.. >tN be 0 seqvence of scan-times. for ane fargetand le'l FN.~. denot tse-joinod received
positions. Each loca~lzation" will have erors ",with densities, that are independent of I and, as an assumption, vanish

oiftsfoe a sphere of.0 certain radius P). Consider the set of all cirwna~t~cal possible curves r~t) with accelerations- t
ondt(t) across reap. parallel to the actual velocity anc q (t) of Q reap b30Sarl tthat thes locatians-6

in spacetime could be possible. If we call these curve permissible, V(t,-tj, ... :tN) Is defined as the pointset of oii

possible endpoints of pernrissible curves 71(t) at time t. By listing the timsow behind the symbol V we express the fact, that

thnlocations are taken into account cosrcigthe epcainarea V.We therefore have

We V be the Volume of the pointsiet V, then it follows

l~k

So, far on estmnticen, we are only to calculate the EV basing an two locations In post. By the minimumi condition the EV

depends an all locations in the course of time.

In fact, the pure cinemotical EV basing on two locations Is difficult to calculate exactly 5) and is distorte by the psitn

errors e drastically. but if the tmo distances; of scanning are short we get approsclmoteiy a cylindrical area with radut L
W1n) depth I by expansion for small angles.

I

3u * (t-tl).(t-t 2)
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So we get for the pure cinermntical portion of the EV

Vcin B 82 (t-t 1 ) 3 . (t-t 2) 3

We now consider the errors of location by a worst-case ettimation. First we state, that the volume of location is cylin-

drical too. To get rid of direction depending errors, we circumscribe the volume of lon'ation by a sphere of radius d in

Jthe distance r

d [ 2+(.Ar) 2  ] 1/2

Let us now assum* that the error-vector t is equidistributed in this sphere, as this would be the case for devictions that

stem from quantization. To consider the error-propagation we havn to put a layer around the cinematical EV of a depth

2t - tj -t2d

and therefore get

V(t;t1,t 2 ) = a- BC(t-t1 )3' (t-t 2)3  2t-t1-t2

+ nt Q(B +0/2) d (t - t1 ? (t - t2 )2  t- t2

+ AV 2t-t- t2  )3 t3t 2

W;iý . , 47AL d3

3

In the 4.miting case C4 small accelertions, V reduces to the stretched volume of location because we dn' t usw any

smooting methods. For small d or large 9,Q-.values the cinerintical portion of the EV don-.L.tes. Because we started

from an emansion for small angles, our EV Is independent of velocities.

Let us go over to equidistant scans in time and let be t 0;- t1 - -mT; t2 w -nT, thin we get

V (T;mj,n) - An3m3 T6 +8n 2m2 -" "" T4 + V n+MN"a - m n&'

A,,• BQ2 ; B= 0(B + Q/2) d ; n zom~l

For given valums of T,B, Q and r we got m:n from the minimum condition

V ( T;m, n) min

ho result Is unique: in, - Iad n"- no (a, B, Q, r). For /ioll sampling periods T and especl.'y for great distances r

we have nO>'2. Really n Islimited by the length of our list of stored plots.

By selecting an optlmal n rasp. choosing an appropriate set of locations from the list, we balance te erro.'-propagation

agalrit the inc, ý of th EV by mnoevres. For determining n- see the result on Fig. 36-1.

The so calculatod EV is exade around the center

ti -tn

and contains all edrpclnts of permissible cmw-v.

'1
U
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DENSITIES !N THE EXPECTATION VOLUME

We consider a permissible curve with B -0 and fix-Ad "q(t). Let A denote the distance between the true target poeltion

and the center of the EV. Then we are intere.ted in the normalstd density G (A).

If (r1, tl) ; (r2, t2 ) for tl>t2 are the true positions of the object, the measvred postions will have tha form

('•I + ,t) j; = 1,2 with independent error-vectors which are *quidistributed in a sphere of. radius d.

In our model we got

r± +*I + - (r+el-F- jt-tl 
& "

tI -t2

t - t2

So the vector

A el 1+ D ('6 )+
with -t1 1

with O in-- s E q (t-t 1 ).(t-t 2 ).

t1 -' 
Y2

Is a sum of Mndependent random vecth.s. Sc- we can appricimateyiv write down a normal Zistribution following the control

limit theorem. After calculating the co'orila.nes and timsforming to the abeoltevalue A, we get

- )II- "
() 1 A Or- 1 (A(I M - 2A 1

d a d-02 d2 0 2 J

where o 2 isequaI to ? .(2 +02+D

Let us denote the second time of wan by t -nT, then we get in good approncimataon

Z ' !.QT 2n

2

The distance from thk center of the EV to the order is
n+1

=.QT2n+d 
-n -

Genemlly the deons:y depem& on a variety of poarmeter. In fact, the density oVA/p varies only slightly, Vwilch•Is a

cwsq€ouen. of balancing the error-portion and the cinematlcalprt 6f the EV. We get c`1p1c-Inately

Pu dnO+5
no-1

if n° denotes the optimal chosen n. In the ilmiting case of noaccelermtan (q 0), the density G (A) takes an

maximm ot r

A0 d n°-
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So wesee, thai Ac/p does not depend sirongly on different pnrimeiers and A0O/P taicesonavuiuetof .3in

mtcdorate distances r. As is to be awsj,-d, the errcr-portion of the 5V Is after balancing strongly apparent. If we

calculate the maximum of thot t!ensity for q Q, which was the value to generate the EV, we get noorly A

If this value Is comrpared with AIt iot lowt

/A 7/ no

for large n0 )2, for instarnce at the border of the range or lfor small distances r the Influence of the cinematics is
diffuse. In moderate rongmc we have 1: /A. - 2.

This behaviour Is shown by simulations. Ng. 36-2 demonstrates some typical dem~ities G.

We conclude, that without smoothing no relevant cutoff of the EV can be obtained because the densities reach at the

t border of the EV.

FORMULATION OF THE ALGORITHM

The relation of received plots to procesred traces is defined by the EV. Being comparativaly large, these EV may contaar.

mire than one signal, so that branching cann~ot be excluded (creation of parasites). Folse branches either diverge from

th. true trace or - In mast -Ases - will converge and be absorbed after some time. A branch ar a trace is car~called,

if no signal can be found after defining appropriate decision thresholds. We now study the scan-period.

Higher scon-rates/trace gene rally will give a bettor track-accuracy. We Introduce a free parameter V0, which describes

the m=aximm allowed inaccuracy of a track In the icorme of time. Our expectation volumes ore upper limits of inaccura-

cyoand increase with the time t. Not to eras the limiting voltnie Vol the next scan is required, ii the actual volume

of the joined EV is equal to - or larger tan - V0 . This Gigorithmn leach to local equidistant scans in time with a period

To (n, Var, B,Q) Independent of mgles,

At the scan-times the EV passibly decompasits In more than one of elementary cells because of the limited width of the

pencil-beam, whase processing will give additional costs. For calculating the number of cells we c!rcumscribe the EV

by a sphere of radius p (T~n,r). For all case of interest we have Q definitely larger ta~B ow e

P (T,n,r)- - .~ n2T4 +QT 2dn n +L + d2( P
4 n -I -

wheren Indicates the second used data set In the list of the considered trace. If we call 8 the le al width of the pen-

clf-beam, 8 ur, thenunbwrof cells approxinmately canbe 4xpressed as

It Is not very effective to use dinretioanl Information here.

Now we change woer to the local tmack-casts for one target in the 4istance, r. Let<Tr.local>be the fraction of the unit

of' time, thiat-in the sentse of a timeaveragmi-s used for tracking a target *in fixed distcance r. We have

<Tr.locai> = y- FTnr

whiere T 'i To (n,V 0, 0,0,) is the really tuned scan-period. We get n and T from the following minimum condtflon

4 j<Tr.local> --- o min

It foilows, that for large distances r fromi the radar center, T will be equal to To , whl;.. for moderate and especicily
3 ~small r, or for big volumes Va, T comes out smaller than To, to minimize the local track-comts, Differently expressed,
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V Is not reached in all parts of the range. <Tt Aocal >-~I Indicates an Instabi mode of operation indu,'ed by too higlt

an accuracy. V caon no chosen Qf - .. . bz !n the sZ -=fl -.. .Let -- keedo. that--

too pessimistIc on assumption of the costs for seorching the elementary cells is impliod, because there exist itrategles to

find 6 kna-n number of targets in a limited volune cf ipace, that manage with smaller costs - woik In this direction 6

no4 completed. So we get here as an result, that noarly all over the range we hav-3 only one celli 1: 1.

At the end w,. list some consequences of the above algorlthm -4

1. For given ',alua% of Vo, r the optimal chosen n does in very good approximation not depend o. B and Q.

2. For given values of Vo, , the optimal scan-period T a: a funrction of the occolerotiom BQ varies as

T (XB,XQ) . ,- T(B,Q).4

3. The local track-costs f in good approximatioa follow the relation

4. The Incal scan-algorthm is stobil against fluctuations in the scon-times and converges in a few secon&s 'o equidistant

scanm in time after changing the Vo or B,Q parameters.

5. For the timeaverage of the trock-inaccuracy we get with
T

£ > ! d. V ,V t
nv}, T,Vo n

GLOMAL iRACK-COS7S

For the sake of simplicity we consider a surveillance area of range, R, heigh h (20 km for numerical results) and of points

with r h. Let p (r) denote the derity of abjects to be trcked in a distance r

rdr . p(r) I

For a given number N of Independently tracked objects the Integrated track-cot an

< Tr./sec:> M . rdp(r) -nii Y+tF
ST•To T

nk2

with the above defired expressiao T and F, where T obeys the eaction

V. An3T 0 6  + en2(a + I T 4 + AV(±!+13

Here we have implied, that the whole system operates in t stability region : <Tr./sec> definitely smaller than 1,

so that truckirg of different objects works tndpendntly. If vwe only sta•e, that N trcem are to be continuml, the time-

averge of the casts con be evaluoted by ass InS that these bjects fly rndoly. So we get p (r) !/(R2 - h2 ) by

phese-spneearguments : R y.F
< Tr./sc :) 2N . f t ma. n

ft2 -h 2  TMGT0  T
nft2
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For given values of B,Q and known behaviour of the rpasitlon-noise the global track-costs as a lNear function of N
diepnd on the litni41na volume V.. aid t+& maximum number of stored plots. Figure 36-3 shows this set of curves for a

fixed numnber of N =50. From the asymptotic behaviour of the costs for large V0 wc- get the smallest possible costs for
50 equldistributed objects. Because V0 has to be larger than

- the curves consist of severail branches,

ADAPTION

I After finished classification resp, for other reasons an adoption c~n be obtained by associating appropriate B,Q--values
I ~ to different traces. By distributing special V0 parameters to different targetz accordirg to their importance an adaption

can be reached too. In these cases our algorithm needs no modification, because V0 anl E,Oj can be changed. Following
the above result, we see that by reducing the 81,0-values by a factor X' the casts for tracking will decrease by at most

4 7 .
Without discrimination between classes of flying objects, rrzore Interesting are adaptive strategies for objects with large

mobility. We have described the motion of a target by means of a Mathkov-process and the construction of the joined

trace In the computer by methods of Markov-chains. So we got estimations for the advantage of adaption by studying

the ersodic properties of the underlying chain. Far discritniinaiiar between several manoevres, sequential decision

procedures of high !peed are avail[able, whose OC-function partly defines the costfunctlon.

-. For the specilcase ofonly two cises of mobilityG,K withQ0= 5resp.Q -20 m/sec2 ( B - /4 )Tab. 36-6*
shows apprascimative results for the save of costs for one target in the cour.e of time. The results depend on the average

duration of'state <G>and<K>.
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radius1500-
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Fig. 5 Radius of Iocatkw. (L) and radius of circumscribed spier for different V0 .

30s 60s 90s 120s 150s 180s 210s 250s 300s

30s -2% -2% -1% 0% Z1% 0% 0% 0% 0%

60s 13% 10% 8% 6% 5% 5% 4% 4% 3%

90s 21% 17% "4% 11% 10% 10% 8% 7% 6%

1"Os 27% 22% 19% 17% 15% 13% 12% 11% 9%

150s 30% 26% 23% 20% 18% 17% 15% 14% 12%

180s 33% 2V % 26% 23% 21% 19% 18% 16% 14%

210s 35% 3!% 28% 25% 23% 22% 20% 18% 16%

250s 37% 34% 31% 28% 26% 24% 23% 21 ,' 19%

300s 39 % 36% 33% 31% 29% 27% 25% 23% 21%

Tab. 6 Estimated save of costs by adap'h3n depeNding On th GveYMgS time of stlie in sec..
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SUMMAry

The idea of a radar-digitalextractor-computer controlled air space resulted

uncil now in a variety of track-operators,which all have the commov objective to

approximate the real air traffic situation by an adequate track-net. In the sequel two

sensible functions are given which in a certain sense measure the quality of a track-

operator's approximation of a real net. Furthermore, some knowledge about real- and

false-track-processes concerning a special track-operat..r is gained. As an example the

fu.xtions are applied to .ome track-operators based on primary raJar infermation, which

have been developed in the "P7tM, Werthhoren".

INTRODUCTION.

The automatic air space control works with --duplex scanning- and computer evalu-

ation-systems, that are generally based on tho following principlen:

A radar digital extractor system (RDS),/7/, scans in discrete time points the

m0mentaneous air traffic situation and gives this information as coordinates in a space-
time point-grid to a computer processing system. This system successively evaluates In-

formation, thus constructing a more or less good track-net as a mapping of the actual

air traffic situation. This net, stoi-ed in the computer, is stc-dily updated and forms

the bass for a simultaneously working automatic flight-control and -guidance. The quali-

ty of the track-net depends on the RDS's possibilities as well as on the progralmed

tzack logic (/1/, /2/, /5/, /6/, /8/). In this paper we will give a sensitive measure

for its quality, this measure being realized by two ranctions. Therefore we first define

in 1. the assumptions for the basic structure of an ideally working track operator by

the properties of the mapping given by the operator. These are generalized in 2. in a

natural way to the real case (RDS-errora ). Thq properties of the mappings constitute

id*al cases, which are only to be approximated in realiter by track logics (program

systems). The need for measuring the approximation's errors leads to the definitlon of

adequate measures in 3. For other aeasures see /4/, /5/. In the following section we

develops our ideas about the creation of a mastertape-track-net, gained from real radar

data of a digital extractor (primary data), see again /4/, /5/. Finally we give some

evaluation results, which are shortly intoe-preted. An appendix contains some characce-



37-2

Lristics of the evaluated mastertapes as well as a sumary of the used shorteni-.!9.

1i. THE IDFAL CASE. Assumptions and definitions.

We assume, thar there exists an ideal scanning system ATS being able to give tCe

three dimensional coordinates of all flying objecto, moving in the ATS-controlled area

ST•, at an arbitrary time during a finite time Interval T. Ry subdividing the time inter-

val into discreet parts together with the assumptions (VI), (V2), (V3), we formaliza the

abave mentioned facts.

MVi) A given time interv,.l T is subdivided into aquidistant points t 1 , t2 1 ... ,

(V2) Over T there exists a by n, n e I ,flying objects FO generated air traffic

situation S(t), changirn with time, J e 11, 2, ... , ni, t e T.

(V3) For all t and all J the coordinates a of PO are known, the a being
jjt

2ero if and only if 70 in not in the controlled air space of ST; t e T,

J C i1, 2, ... , n), stJ C I3.

Yezce, the curves FS ? J (t) along which the flying objects move are known, i.e. each

curve can by interpolated by a polygon. Thus the vector rS,

constitutes a special interpolat/.au polygon of the curve Fa with respect to the support

j
po•lns (VI). L*et Si: - sti) C M3. An aquivelent definition is:

S1 : . JpL /Vj, j e 1l, 2, ... P ni: Fa l 7 (t•)j, i - 1, 2, .e a,

i.e. for each elment P C P| there exists one and only one flying object, MV2), so that

P is it.t scanning coordinate at the time ti (ideal scanning). To Identify the individual

FOJ cr its scannirg roordinatel, we introduce the identification K of PO in dof. 1.

Dof. 1. Let i.C SV.

K(Pi) :-J -- ,- - PD jCt )

A procedure, being able to correlate the t-scans Si pointwise in such

a way, that in accordance with the interpolation PS the track-net (set
of all F7..) over T is reproduted, is• called a (sami-real) track operator.

J

is this procedure interpreted as an unequivocal mappin9 f, well defined

on Si, then we have:
f

Def. 2. A polygon PGC (PL , ... , Pi ) Js called a 'track", if (81) and (S2) are

valad for PC.

r 1
1SI1 f (P ir)=, f- (P~I I

(S2) f (P P) - 1, 2, ... , r-l.

P is called %track-germs, P1  Mtrack-end* and L(PG) :- length of the polygon PG.
ir

Def. 3. f is called track-operatr.r*.

Def. 4. f Is called Oseai-real%. if (Ii) and (12) are valid.

(I1) PG (Ptl, Pi) track (see def. 2.)
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i, �, e 11, 2, .. o, n| / IS. - (o, ... , o, P 1., "", Pi , o, 0.., o)
SrS(2) j e 1i, 2, ... ,n

V. V PG, PG track / PG =Sj (see (11)).

(11), (12) guarantee for each flying object the existence of exactly one track PG-IS

and vice versa. Consider the Jm'edding of PG into FS being izplied (norming of the

dimension).

2. GENERALIZATION.

In the following we will investigate the loss of scanning information compared

with ST by an inexact ATS: RDS (f.e- radar detection system). Ccnsider the set system

i(t1)

Again let Si ' t) CI , i - 1, 2, ... , a.

Let i be the traffic situation as reproduced by an inexact technical device at the time

ti. In general we have

ýi + Si.
The probability for P i Si•Si is called Pt (detection prob.).

PE - W (P1 C S1 '-% Si).

The probability for Pi i Si^ 9, Is called PF (error prob., i.e. the probabilfty for a

false signal).

IiPF - W(ii *S~i'* i).

The assmptions for the existence of a nemi-real track-operator (No.1) are no longer

v'lid in the generalized system, no complete Information about the air traffic situation

t.o the adequate tntirpolation points being given and false signals coming up. This

5eccessarily leads to a certain weighting of the fi s a ip.
Def. S. (a) ;Pi e Si is called *real* (real-signal) if and only if Pi e SioS£"

S(b) ii C ii-is called -faltel (false-signal) if and only if S si.

In a generalized analogy to the definition o* a track operator (semi-real, No. 1) we tave

to consider a pair of mappings 0 a (f , 2), where f is to reproduce the lost information

in such a way, that f, linked to f, is able to give the above mentioned correlation of

points. In this sense let us now consider the pair of mappings 0 (f, fi with

f : ii *0 Sit L - 1, 2, ... , A.

For Completeness we give in Def. 6., according to Def. 2. and Def. 4., the analogue de-

finition for r-tracks (real-tracks).

Def. 6. a) A polygon P ) is called "r-trackP (real-track),

if (Sll), (S22), (S33).

(Sl1) f- 1 (Pi) " # (Pi r -" (see (SI)).
° 1.

(922) f (Pi 1 , r-l.
jj+l

(533) P S 1). ij e ji1, .. Ir C 11, 2, ... , al .

I
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Def. 6. (b) 0 is callfd "real track-operator" if and only if (Ri), (R2) are

valid tor 0.

(RI) f(Si) - Si, i - 1, 2, ... , m.

(R2) f semi-real.

Hence, a reni track-operator in the sense of the definitica has the following properties:

(R11) It suppre-ses the false signals, occuring in S1 -because of PP'o.

(R12) It compensates the in ii because of PE<l missing signals.

(R21) It gives the real tracks of ST.

The problem is to approximate the operator 0 under the given assumptions. In its usual

meaning a track-operator (track logic) always constitutes a *ore or less qualified

approximation of 0 by means of a real time pxocessed program system. Any approximation

of 0 must of course make use of information of the curve's history, if it exists. This

is done in the so called prediction part, which is of eminent importance for any

approximation, what so ever. The inner structure of prediction parts (/1/, /2/, /3/,

/6/) is not investigated, since their parameters don't figure explicitly in the quality

measuring functions yet to be developed. Furthermore, in the evaluation with the aid of

these functions, we restrict ourselves to the for prediction logics essential parameters

XA" %L' NZ" because they Ore of eminent importance for the very track-creation and

track-pursuit (see Def. 8). A a is the minimal umaber of signals from a flying object for

its track to be initiated, I L is the number of the last points of a track being used for

its prediction and it the maximal number of ineffective successive predictions, the

track then being dropped.

3. ON THE APPROXIMATION.

Let an aporoximation operator APO for the real operator 0 be given. To get

a statement on the APO's quality as required above, a suitable meaecte ts necessary.

Since the process to be approeimated is essentially a stochastic one, any approximation

will be more cr less baW.

(1) The filter for false signals will never operato perfectly.

(2) The compensation of missing signals will never be accomplished perfectly.

I.e. the curve interpolation of a single TO will be considerably falsified. In fact

there will be linking of real signals to false signals, as well as linking of real

signals from different flying objects. F.Ae flying objects will rver be traced, false

tracks are looked upon as real ones. i te confusion degree (approximation error) of an

APO, can be easily determined in a natural way, comparing the ideal track-net of an ST

with the one created by the-APO. Therefore we nead a function measuring the !pprpximation

error with respect to the ideal track-net, and another function measuring-the tendency

of the ideal net to be disturbed by false tracks during its approximation. These

functions are given In what follows.
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i.e. no APO at all will be able to meet the problems to be solved. The distance coordi-

nates of a flying object are known only up to an error ellfr-id, the half axes cf which

depend on the radial error, the azimutal error and finplly the elevation error of the

RDS. Therefore the additional assumption (V4) _s ncesesary:

(V4) Pe e Se " e Si, Si:<->:Pi is in the ellipsoid of P 1 ), i.e. each point

Pie s1 is inteepreted an real, if and only if it iL in the error ellipsoid of

Pie Si.

In this context there is to be considered, that any RDS gives its scannin.g coordinates

in a discrete subspace of a space-time-continuum, i.e. the systematic error of the

mapping into the discrete subspace is blended with the special measuring error of the

RDS. Let now an APO 0 for e be given.

Def. 7. S(G):- IS / S r-track resp. 0 over STI, i.e. the set off all r-tracks

on ST created by the APO e.

We now consider an r-track from S(;) with the representation S ... , " and
• 5

define in defirition 8. the co.iditiones for a track part Sir - oir......r1 C S,

1 1 1 r, to be a *true*-track.
Def. 8. Sir is called true (t-track), If (El), (E2), (W3) are valid.

(El) Vi, j Z {1, 2, ... , r) / *k - 5 ji+k" k - 0, 1, 2, ... , r-i.

(E2) 0i-l + *ji-i' or+l + ¶jr+l' 1 .r m.

(M) L(S - r

We will use the following shortenings:

S'AS(M) S- C 5, s S e), SC S, S' true).

S' e {i} :,=l (S'4 S f; ), 1(P) - jAp, p e s').

Hence, S'aS~e) means, that S' is a true-track in.the sense of the Def. 8, S'I {JC, how-

ever, is the identification (see Def. 1.) of S'. The definition 8 is to interpreted as
follows: it requires, POST 1, oaly such tracka to be looked upon as true-tracks, which
are part of real-tracks in the favourable case, where an ST has been scanned with PF-O.

Thas an uncontrolled "positive" influence of the stochastic false track process on the

real track process Is avoided. This is the reason, why (n3) implicitly links the on RA

depending part of the prediction to the following quality functions.

Def. 9. ;(j) :- { /VS, SASM), S e {(j: a e S1.
"e(j) is the set of real signals of FOj satisfying Def. 8.

H(j) : { B/vi, i e fl, 2, ... , ., S£ Si, x() - J1.

3(j) contains exactly those signals given by the radar from real PO.

L(j) :- number of positive coordinates of POj (•Sj) (:- length of tna

curve of POt).

We regard S as to meet the demand POST 2 with respect to the curve PS, if

Anz (;(J)) Z Ans (W()).
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The waak requirement POST 2 is nothnq but a natura) considera --on of the indivi'Sal

detecting probability uj of M-4

* - Anz (04(j)) / L(J), j - 1, 2, ... , n.

This is eazily :ieen, f.e. in the case where (l-Uj) * IA 1 . uj th-. fore is a required

value to be approximated by 0 using

- Anz (WS()) / Ant (0•)).

The value of the functional

gives the error of e with zespect to E on ST. POST 2 suggests to especially weightan the

case in which ve have

Anz (0(j)) , Ant (14(j)):

1 ,otheriuise. 1()

Hence, we have the function Q(;, e, ST) to measure the approximation error of e against

e on ST. I n 2
WON. 0, ST) &m I A

with

0 - 0 (0, e, ST) < I, because o I A 1j 1, j - 1, 2, ... , n.

Oaf. 10. S() : L(S)

LP(S(e)): L(S(o)) - )L(SO)

With the aid of the dmfinition 10 the falsu track process is e*sily described%

70(8, 0, ST)-.-LF(S(;)) / L(S(e));

its valie is pwoportional to the disturbance influence of the falce track-on the real

track-process, which could not be eliminated by e.

R&Uark, 0 a 0, PQ -0, A,,T 0 (ideal case).

We give in Def. 1ia our conditions for tw AP(•', to be of seai-aquivalent quality with

respect to the functions Q, PQ and in llb we introduce the saying for one M to be

better than an other one.

Def. 11. a) 1 02 ""s (At), (A,.) (i.e. (:,c')-s-aqu'lent) , ,'eei+

(A) jQ(ei, 0N ST) - eo;2 , ST)j

(A .) Io(6l. 0, ST) - 0(62, , ST)[ c c", i.e. *1 is (c, )-sup•erior to 02# if the

absolute difference_ of (A8 ), (A8 C) is less t or less t*.

Def. 11. b) ; I *2 -:CM; (AC), (y, (i.e. 01 C-superior £2)

(Al) 061P O, ST. ' 06820 0, SST), i.e. 01 is c'-superior to 02 if (A8 ) of

(a) holds and the approximation degree of I1 is greater than that ýf e2'

The value of (c{ c') results frum the requirements a special aser has concerning the

real-and false track process.
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4. ThE MASTERTAPE AS REALISATION OF THE ASSUMPTIONS (VI), (V?), 013), (V4).

Def. 12. A maatertape is regarded as a real air traffic situation ST, scanned

by a radar-detection-system and 3tored on a tape, every signal carrying a label K - 0

or Ke 11, 2, ... , n) showing the signal to zome from a flying object or to ke false

(see Def,. 1); the curves of the flying object (n flying objects), which have corntributed

to this traffic situation are known.

On the production and iiformation security we make the following remarks.

'4 The primary RDS scans during the time interval TT (length of T) the air space situation

ST. Technical reasons caused the scanning to be only two dimensional (no elevation). At

4 •"the same time the PPI of a simultaneously working radar is photographically integrated.

The so produced PPI-sum allows uo to wmall errors identification of the respective curves

(see fig. U). These are, after correct identification, assigned natural numbers as label.s.

The label carrying PPI is added to the detector data on a display, and to these data the

adequate labels car, be given over a computer, this procedure being rather time consuming,

but very simple. The thorough investigation of the PPI (see fig. 1) leads to a rather

perfect decision sacurity of nan's eye concerning flying manoeuvers, starting and landing.

Already after a short time the characteristics of a detector picture are controlled

(comparing the detector data with the PP)l. Some testmasterc were created without the

help of any PPI-information and later on compared with the reap. PPI-information. This

test resulted it. the fact, that the adaptive man's eye recognizes the PP1 tracks up

Sto a small error (4 4 - 5 %). It must be mentioned, that in this case, one depends up

Sto a certain degree on the detector's decision-logic, see /9/ and POST 2.

Until now two representative mastertapesk have been created. Each mastertape

carries a beadimg, containing the radar-detecter characteristics (GRS-rad.r, (L-Band),

der BPS in Neunkirchen, Odenwald, pulse length 2 us, distance a 120 n.m.), the p:ace and.

t the time of the data acquisition, the range of the controlled "pace (minimal, maximal

distance), length of T, the number of flying objects creating ST, length of the respec-

tive curves, the number of marked signals from ST. For the above mentioned mastertapes

"we have:

AV atcmuir~tion place: air port Frankfurt, for T there were mainly chosen time periods wit)%

higi traffic deasity. TT - 35 ± 5 imn. # m - 200, number of flying objects: 280!n-'320,

length of the curves: 8-L(FS,)-200, marked signals: 5-Mm)•li95, total number of signals

3500,-45000, marked total 10000-15000. Withorto there have been processed about 8-104

data that are now availahle.

Rourk:

There has not yet been made any statement &but the PPI'7s security.. We rgard the PPI to

£ be at this moment one of the most important and reliable devices for air traffic control

in Germany. That is why we believe to have it minimal decision security -in general- of



37-8
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not greater than that involve, 5m the air tratric control as operated nowadays.

5. SOME RESULTS.

Some APOs 0 with respect to Q and FQ have been evaluated. The inner structure of

0 in it's prediction ptrts is based on ideas of W. Hacck /2/ and of H. Springer /1/, and

w~s reaiized at the "FFM", Werthhoven /6/, /8/, where it is available under the program

identificaticn ".Honoradar". "Monoradar* is a real-time Algol operator. The different

logtes of these APOs were realized by choice of 1A C 42, 31, nL C 121, iZ C 11, 2, .....

61. The evaluation of 0 was done with (a) PF - 0 (T1r - 0 means an A priory total

supmiession oi uanmarked signals.), (b) PF > 0, The 'rzc,!ts are shown in fig. 2, 2.1,

3, 3.1 and shall be shortly interpreted for fig. 2.1. 3.1.

INTZRPRETATION:

The Q-curve in fig. 2.1 show clearly the influence of greater it, (maximal num-

ber of successive predictions up to dropping). in the It.-interval [3, 5] the values of

FQ change but slightly, whereas in the interval [4, 5] the approximation degree increa-

sea up to about 70 S. Considering U,1 the operators a1 with 11 and 92 with ff - 5

are optimal; in additioa they are (0.02, O.O5)-aquikala-t. The 0-cvurve in fig. 3.1 shows

the unavoidable minimal error of ;. The difference between the Q-curves of fig. 2.1 and

fig. 3.1 gives an impression of the urcerntainty of els predicition part. 10Q in fig. 3.1

gives the confusion degree of 0, responsible for the false linkage of real signals

coming from different flying objects. Added there to is in fig. 2.1 the very false track

process and the disturbance caused by false signals, hindering the exact real track

process, this disturbance alon. being respoisible for net reaching the maximal approxi-

nation degree in curve fig. 2.1 giver by the curve of fig. 3.1. The pairs (0,, FQ 1),

(02, FO2) shoan in fig. 2.1 reoresent the test result of a Ologico having been evaluated

for t2 w 4, 5 (so called normal track start, track begin, i.i-. for this logic IA - 2);

these loqics are seen to be far from optimality.

Fig. 4 and fig. 5 show the P distributions of the aceording master-tapes

(I and I1). Pay special attention to the interval 30 uj 100 - 60.
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ABBR!VIATIONS.

"V" "there exists one and oniv one'

"there exists"

"*An "for all"

.":< " then and only then per def."

IN set of natural numbers
IR+ set of positive real numbers
a • three dimensional space

Sempty set
• •_ ... } explicit set representation

Anzi... number of elements of a set
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DIGITAL RADAR PLOT EXTRACTOR

A SYSTEM MODULE 01' AN AUTOMAT:C AIR TRAFFIC CONTROL SYSTEM

• by

Dr. Ing. H. Ebert and
Dipl. Ing. U. Siegenthaler,
AEG-TELEFUNKEN, Ulm and
Konstan%, Germany

1. Basic Functions of .Radar Plot Extractors

r Improved methods for air traffic control are increasingly based on the information
obtained by radar on air traffic movements. The fail safe capability of the radar
control therefore becomes of increased importance. This can in the first place be
achieved by multiple coVerage of the controlled airspace with the-aid of an in-
creased number of-radar installations. In order to be able to utilize the informa-
tions from these radars at a central point, it is aecessary to construct a closely
integrated telecommunication network which will enable the radar information to be
transmitted efficiently, even over long distances.

This still further. increased input of radar information at the air traffic control
%;entres is in no way equalled by an increase in human capability to cope with the
processing of this data. Large control centres must, in the future, be equipped
with digital computers which will be the only possible way to handle-the process-
ing of the high rate of input information. An inmortant task foreseen for computers
is that of organizing the display of air traffic data on screens of a new technical
concept, which are-designed for computer control and on which alphanumeric as well
as geographical information can be-displayed. To enable the presentation of the
air traffic situation to be-continually brought up to date, th2 radar installations
(primary and sec6ndary radar) must be directly co)nnected with the computer at the
control centre. The radar installations were not originally designed for such a
direct- connection. Their signals must tberefore first be put into digital 'orm.
Ani interfacing installation is thus necessary between radar and computer, this
being known as a-radaŽ plot extractor.

The equipment and processing techniques that will be used in the future are shown
in Fig. 1. New equipment at the radar Zite is the digital radar plot extractor.
This item is first of-all an analog-digital converter, that is, it converts the
analog radar signals-into digital form. Besides this, it evaluates the signals

K%- from the primary and secondary radars iis the sense of an automatic target recogni-
tion, that is, it takes over a function that up to now har been carried out by
contrqllers at the display tube. The data flow is thereby reduced to such &n ex-
tent that the transiission capacity of two to three normal telephone cables (band-
width each-about 3 kHz) Lerves to transmit a radar display. The i~formaticn thatS~is transmitted contains basically the position coordinates of the detected target

and the additional information from the secondary radar. By this method, which
allows the normal telephone network to be used for the transmission -f radar dis-
play information, the re4uired solution to the problem of efficient transmission
of radar information has been found

The most extensive new equipmeat in the control centre is the air traffic control
computer system, which takes over a large amount of data processing and coordinat-
ing functions. 'n the survey given here on future methods of radar processing, we
shall li:-it ourselves to the description of the computer system's function in tar-
get tracking and presentation of processed radar data. Tracking, i.e. automatic
recognition of aircraft movements, is done in a first diaital computer (Fig. 1)
based on the transmitted information of several radar installations whose coverage
areas overlap (Wultiradar Tracking System). A second zomputer is used for process-
ing the information that is presented at the individual controller displays.

As shown in Fig. 1, the radar plo: extractor consists of two parts, tne plot de-
tector and the plot processing un:.t. The plot detector is a system specifically
designed for auto-atic target rerognition and determination of target coorJinates.
For further processing of targez information, which will be described! in more
detail later, again a digital computer Is used. The computers used within the plotextractor system for automatic target tracking and for the display system are all
of the same type and size (TR-86 computer), thus simplifying problems of mainte-
nanse and software and haRdware handling.



2. Prir.zi ples of Automar'cTaretDetection rechniue

Beftne the description ol specla- items of the radair plot extractor present~ed her-e
Is continued, a :Elort introduction to the techniques of automatic target detection
should be given:

The same basic problems o~ccwring Ini manual control and caused by radar signal
characteristics als: have-to be overc~ome with automatic t&rýget detection. The main
characteristic po!.n:.s of the radar- echo sign~al are, on the one hand, its weakdtjers
cwing to the reducti.on I.. reflected po-ier as a fourth power of range, and on the
other hand, that it is al.ways mixed with cluitter caused by theirmal noise as well
as by clioud and ground reflections. The usaal radars-are so arranged that a target

4 i!ý covered by several pulses, rn average between nine and twenty. Target recogn~t-
tUcn is basc-d on. the detection of a pulse sequence correlated by the target in
which the sitiqle pulses come from the same range. Noise pulses appear, on the con-
trary, to be more or less uancorrelated av~d come from different ranges. By adding
several target echoes 3n the screen the observer can-determine the useful target,
which will be distinguished from a single noise echo. Target detection is there-
fore t*,e re!sult of an- integration of several target echoes. For automatic tar.3e;
detection, the Controller -is replaced by cirruits -Witn similar integrating capabil-
ities. The op&ration is divided :.nto the two steps of echo detection alid echo in-
tegration. The echo detection- clarifies '.I-e question of whether a sin gle received
echo should be- eval-uated -as comi~ii friv' a target or as noise. For this purpose a-
voltage con.parison switch-, k.non as Ohe-first threshold, is used (Fig. 2).,If the-
voltage of an echo pulse exceeds a preset- threshold voltage, this pulse will coor-
dinat.6 a digital output, If it is -smaller than -th-e threshold voltAge,-Jthen !!t will
be suppressed (eialuated -as digita-a zero). Oncde an -echo -pulse exceeds the first
-thL~shold voltage-$ then it vill be processed as coming from & target, even though
It has possibly originated-from noise. Efficiency of targe% Jetection is the~rafore
considerably dependent on the'valu 'e-of the threshold voltate. If it is set to6-low,

- - -all-target '-.hoes will be dete~ted but it also increazes, ttie-possibi-lity that noise-
pulses cani exceed the low threshold level. If, on the other hand, it is set too
high, onl y af ew -iioise pu-Ises -willI- exceed- i.t, but then lo0w voltage target echoes
will be lost.-

Echo -integration, that is,-the actual target detection, is achieved in the follow-
Ing wayr WithiFi an antenina beam-width and a -definite r-an-gf interval, quantized
ei-"es are -examined- f or -correjaition, i. e. , their- number -is -compared witli a further
threshold, ceiterio6n, knolwn as the second thresliold. This procedure i's carried out

---- by means of a -swiitch, -which by -Virtue, :f its-mainnri of -iorking is 'known as -a
Sl iding .gfindo Detector -(SWb) Fig. - clirifiii- tfie-i~eitbd -of o-perati on of the.

ii~dir w;indow ljtector. A -target' i-s -a-ssu med- to- be :at- a:ranige -of -58.25ý nautical-
Mnite e- and -that -it will- be-detected 'withitn. lthe- rotating -ant - a fisld.. Within the

fi0d a toalbfhii raddr' pes-dids shouldl-'be abi]o to acquire. the-tatget. During
pOerciod PI -an echo is_' reevd whichafter e-Aceeding ihe ~first threshold, -is re--
corded 'as "l~in-th~ fist stag~e of- a -nine sttage- shift register. The -tota&Il contents
o-the -eL-gister ar- then -seriall1y, sh ifted -up -f rom ec ft- sge of the-, regster0 to te

- dj'acent one. Dee to- -this .the -contents -of--t'e- ninth stage 'are then erased and the
f.irst stage- in which -the "I" received-durng peicdPl -was -recorded- -;ill again be
vacant since this "I" is now o..ccipyihg- the sec~ond- stage. During period-P2, an-echo

is eeid i.idesrtxceed th rirst 'h r e.I 'l eve'l. -A- "04 -will therefore
'je- recorded- in the -first srtag-e o the Lshift register. During the -third to -the-
sixth periods'- -a- "111iU11 also'be recorded- in tihe! register, from which up' to this-
point -five -quantized echoes. have turn -received from the target. This value of five
ec-hoes out of ai nossibie -total -ofr ne is del ned as- the criterion. for the second
thredsho-ld;, -that -is, the tiret-detection threshol:d. If -the riumber of alarms re-
'ceived frcm a taroet-rdaches this minimum value,_ then a "start of target"'is re-
corded. 1 Further f-' ntn turning of-the an ea- meanis that the target will be outside the
coverage area,- If the register contents are l ess than a defihitcs value, for example-
four as in the diagram, 'thenh "end -of -target" is recorded.ý- According to- the discrim-
ination capabi!#.y and-rAnge coverage of the radar,-some five hundred to one thou--
sand -eliig windows- are necessary, in order to obtain dptimurn results for target
detection wi-thin thea overage area. Ici 4.en po.;sible to diidth-rnecv-
age area into rings,- whereby ea.ch- of the sliding witidows-corresponds to a definite
riange. The range covered- by a r-ing- is suited to the pulse length and in practice-
is fror. two to four microsecond.s., The-,number of -positions of -the- windaws is depen-

- dent on' the maximum alarm!. number during an antenna pass. I~n general thib s between
ý;Ine and- tweftty'- and- -is- calculated- from'the -antenna directiviti, the number of an-
tenna rotations, and -the pulse rate. F'romn the azimuth values of the "start of tar-
ge*1" and "end of target" info'rmation given by the SWO, the azimuth value of the
target -centre can be calcUlated. The position number of the window in which a-tar-

-get is detected-already aozresponda to a-definitt-range. Therefore the-coriae
of a le~tected target ar~e known- and- the basis of- an automatic- target detection
systsn is obtained~.- -

T4he procedure -that-t-,as beeni described will also he used in a similar manner for
automatic recogrnitioa of secondary'-raidar targets. For- reasons -of expediency, -the
aultomtatic tarj~et recognition _s~'iching cirtuits for both radar' system~s are combined
Inl a single unit, the-combined sdiqital radar plot extractr or primary ands~cd
ary radar.



38.3

Information on automaticallý detected targets is transmitted to a computer for
further pcocessing. The data tiow irom the ploL detactcr to the cm-ptr 1- statis-
tical because each information is t.ransmitter immediately after detection. There-
fc~rz th- tras.....t -a-a hFs to b2 buffered in the memory of the computer before
further processing.

£

3. Clutter Suression

In most of the theoretical consideraLions it is assumed that the background against
which detections of primary radar targets have to be made is thermal noise, whereas
in fact tho background may consist of meheorological or land clutter in addition to
receiver noise. Conseq-!ently, an a':tomatic detection equipmext must be designed so
that it will not generate too many false alarms in clui-ter areas, but will continue
to detect any targets of sufficient amniitude to sh.ow above the clutter.

Circuits for clutter suppression may be used within the system for hit detection
(first threshold' as well as combined with the switching circuits for plot detec-
tion (second threshold). In both cases the basic concept is to raise the threshol.
for unwanted signals.

As a system of the first kind we uze a circuit ahead of the firsc threshold, which
is sometimes used in the conventionel xaddr technique for rain clutter suppression
(Fig. 4). It is known that the resultant amplitude distribution of such clutter
closely approaches Gaussian distribution. When such signals have been detected by
a logarithmic receiver such as we use, thp d.c. deviation component is independent
of the signal amplitude, while the a.c. component increases with increasing signal
power, i.e. clutter power. In order to subtract the d.c. component of the signal,
a delay line circuit is used. The video is applied to a aelay line of twenty radar
pulse lengths. The mean d.c. level of the background is obtained by two adding cir--
cuits, one cOnnected to a series of line taps ahead of the centre top, the -ther

* connected in the same manner hehind the centre top. The d.c. levels obtained at
the output of the adding circuits are compared and the greater is sr'btracted from
the signal sample taken from the centre top.

Thi4s circuit was tested with nAEG-TELEFUNKEN GRS-Radar. A remarkable suppression
of rain clu~ter was observed and the measured loss of sensitivity was about 0.6 db.

t - A further clutter elimination system is used in connection with the sliding window
detector (Fig. 5). The hit history of eight sliding windows before and -behind the
sliding window "in process" is examined for the false hit probability and the
amount of -hit correlation.-

The probability of false hits p is

-i-

i is the number of measured hits in the examined area, n the total number of
p~ssible hits or hit cells, which is in our case 16 x 15 = 240 for a sliding
window length -of 15 cells.-

The correlation can be derived from the probability pl cf "double hits", i.e.
the probabilitv that a second hat imz.ediately- followi a first hit in azimuth-direction (-Fig. 5). If the number of such double events is known, .an
be calculated-by

-• f•
I • f-- ( 2 )

Pl and V are calculated for each sliding window process and ;heir values are
used to adjust the second threshold automatically in such a way that preset
values of false-alarm probabilities ari kept. This means that the second thresh-

-old is raised from a normal value of eight out of fifteen to higher values, when
the number of hits and double hits increases, indicating a clutter area. The
-preset probabilities of f.Alse alarm can be individually adjusted. The complex
hardware system, consisting ot TIL integrated circuits, is fully digitized.

The first tests of this clutter eliminator done in the laboratory with tape-
recorded radar data have shown thai cutttar can be eliminated to a great extent,
depending on the preset false alarm probability, which is kept constant. The
great advantage of this systen is that the systems fol] owling the target detector,
i.e. -the TR-B6 computer for target processing and the data transmission over
telephone lines can be automatically prever.Led from overflow caused by unwanted
drta- This technique has-the further important Pdvantage of being quiescent in
areas not containing clutter and yet acting instantaneously in clutter areas.

Photouraphs showing the effectiveness of both clutter eliminating circuits are
given later in chapter 10.



4. Block Diacqram of a Combinead PR/SSR Plot Extractor -

Figure 6 is a hI~ck diagram of- our coxbbir.od PR/SSR plot extractor equipped with a
TR-86 computer. The group denoted "plot deterctor" contaz~ns the circuits for, target,
detection, which is 4one in separate c~annels for PR and SSR targets. The tasks of
the c-,mpa.ter are g;iver. _f the block diagram, and described in more detail in chap--
ter E.

Since i. our installatians, the 'Antennas of bo+-h radaz. systems are mechanically4
lin',.ed, a zomznon timing unit in the plot detector is sufficient for the central
ger~e~ration of clock pulses and digital range and azimuth information. if a start
or end of' a tarqet is dec:lared, the associated azirmuth and range data are sent to
tae cosputer by a trarnsfer circ-uit, consistina of a shift register buffer. In addi-
tzion to these data the received code information is zonnected ihrough to tile com-
puter for further prncessing icode validationi if the star'- of an SSR target has
been declared. The SSR decoder unit has similar functions for SSR-Video handling4
as the first threshold unit for processing of Pfl-ývideo. Additionally -it includes
capabiltty for emergency. code alarm and special degarbling flanctionls to reject
-erroneous code data due to SSR code overlap.4

The total number of ra~nge increments of each channel is *1024. Each range increment
has a minirmum width of 2.c jisec, but other values may be chosen -by changing the
crystul of the master clock. For fine range measurements each range increment is
subdivided int-o four further increments,- each at least 0.625 pisec wide.

in thk: PR-chaanel a unique pulse aplitter circuit operates on the quantizei video
to deternirne final acceptance and range of each sigrial crossing the first thresh-
old. The circuit determines the center position of each radar hit rather than using
the convsntional leading edge of the return signal. This ernables deciding for only
-one hit also in cases of overlap between adjacent sliding windows and reduces the
sweep-to-sween variations in the position reports of a target, Rejecticn of signals

-too narrdjw to be live returns is also included. For processing of normal ;End-MT1I
video two separate firzst threshold units are used. They are followed by a switch
which is controlled either automatically by the computer or manually, and connects
one of the two video types to the sliding window detector. A quality factor is gem-
eroted according to the hit number reached oy a PR-target and sent to the computer.

SSR-plot detection is normally evaluated for one identity code plus altitude code
:d-- -tection In- any interlace rat~on. In that :ase, a -SWD with a run length of ten
bits is used. However, plot Aind-cce detection for any two identity code. (plus
-detection of altitude code' :may also be used. Two SWO's-each five bits wide are

-thein -used for plot detection.

- -Th -lot extractoir includes c-_nplicated built-in test -features that per-mit checkiug
tho) s-ysten operation. A major feature i-s the Internal 'PR/SSR Lest tarcet, which

- prqvides a meaus f or continuous on-line check- (f or' more- details,_ -see chapter 5)*
_Futherbullt-in t -ests. permit a--rapid check of SW!) enioriy and switchnrl circuit

-~~ operation-, clutter- elimsinator operat5.on, data -transfdr to the Computpr- and proper4-
SSR~--rCcJd.-.pvocessirg,.

-For- interstage control of the whole extract~r system, a 16"1 monitor display is in-
- -- cluded, which permits preseatatien oi unprocessed PR-- and SSR-video, quantized

video, a~ceptance criteria of PR- and-SS:Z-SWD's, several map-videos (VITIhmao, low
dnd high density clutter areas) and-synthetic plot representation t7 sev~eral types
or Symbols (PR-, SSR-, combined plots-etc.), ---

.Aspecial PR/SSR-ploc extractor syztem-had to be -developed 'for use in -connection
with- -a complicated -back-wto-back- or "Janus" radar syo-te..:. Figure 7 is-. a block- dia-
gram of the whole installation, consisting of an AEv--.MEFUNKEN SRE-LL radar and
the-spe-clal extracto'- for this raoar instailltioni,-As can ;3e seen. from, the diagram,
the radar installation contains one SSR-bea: and two PR-beamn on each of its halveSi
thua- providing a total of two SI3R- and four PR-beams or "radars". To cope with-
-this system, one-would ott first expec-t that two 5!>R- and-f ouir PR plot-detectors

-i needed. However, severes aspects alivou-ditrini-.hing the -addition-al need to
abeout 30% for a Janu~s plo. extractor systen with 100% standby at the computer group
Ond 50% standby at ihe- detector group, '.ýornpazed with a normal detector installetion
with -100% -3stancoby equiipment:---

l~The -omputer is also able to-hnl ~he larger _daý:a f-low caused by the back-
to-bitck radar. Therefore the computer group remain, unchanged.

7a the- PR-part of the system a pulse length of 4.5 pIsec is us 'ed.ý Therefore it-
Is poaxsible to split the 'PR-part- of the SWD-mem ry in--two- halves of 512 xrarge-
cellis, thuc prepakuno- two -independent SWD' for the upper and-lower PR-anýýnna
diagram. 'in -'hdt -case, Ithe -PR I range- Increm -nt isS 5 sed, so that the same cov-
erage area as before is ireached. For SSR-, % rag icrement- of 2.5--usec Is used
as -before. Theref ore only one, -first threshold unit znd, a clutte~r el iminiator_
unit for the second PR-beam are needed- additional-ly in the plot detector group.
-A:- can be reen from th* 4i'agram, a complete- PRfSSA-'lot detector (altered and-
enlarged- )is just described-Y i-.-u-sed on each 'side of the two-,radar halves, while-
a -thled unit-is proviided -for standby purposes.



S. E'ata Link between Plot DeelcraJ 6Cmue

5.1 Stucur_ o the Plot Part rlessaaes

Fig~ure 8 sh,,.ws the stiructure of the plot pa.rt imessages whikh are transmitted iro'.
the plot detector to the TR-86 computer. For PR and SSR, several types of plot
part mestaqes are usec. In the case of PR, the sliding window detector generates
a PR plot start mes. age when the second thresho.d level is reached. Also a plot

f ~end message is generated when the plot-end-threshold. is reached. Both messages
have tine same range num~ber. in addition the PR plot st -art niessage cznt Ins the
fine range and the PR plot end message contains the 1uality factor. Azimuth irn-
formation is tran~sferred by separate. azimut'i t'.e~sages which are generated at the
beginning of every sweep. In the case .of SSR, the sliding window detector -gener-
ates SSR acceptance and SSR end messages when the associated thresholds are
reached. SSR code information is transmitted tothe computer when the SSR plot-

acceptance-threshold.

5.2 Radar Data Input Channel

The transmissi.on of the plot part messages from- the plot detector -'.s catried out
by the Radar Input Channiel, a special hardwar'e unit. it has to feed-the plot part-

v 4  ; messages into twc separate input buffers of the TR-8S memory, one for PR and one
for SSR. For this purpose the radar data input channel is-equipped with twio sepa-
rate address generators. Azimuth messages a;-e fed into _156tl. buffers. 'The messe.ges
are transported directly lo the buffers, i.e-. without touching the central pro-
cessing unit.

The maximun. input rate which can be handled by the radar data input channel is
one TP!--86 word of 24 bits per 1.25 fasec.

6. Tasks of the TR-86 Computer within-the System

The tasks of the TR-86 computer within the system Are given in Fig. 6. These
tasks are:

1. Validati6n of the SSR code m-essages

2. -Det~iminatibn of the centre-azimuth of PR and-SSR plots

V 3. Correlation of PR-and SSR plots which-are generated-by the same target

4. -Discrimination of false targets-(if possible)

5. Generaticn of message formats for the e~ctracted plot messages w'iich are
transmitted via telephone lines;.

6, Storage-of- plot messages ojf-,ap to I antenna revolution (This task way be
necessary because the transmissi- on rate of-the telephone lines is, limited
to 3 times 2400-bits- per'secon-d foe each'linked statiofi).

7. Organization of the data transfer process, i.e. providing the different
-telephone lines with thp extractor output messages

8. Supplying t;'1e monitor di'sp..ay !Df the extractor witil. synthetic r'--,Ar data

9. Overflow control

10. Generation of test plots whic:; are transmitted back to t~he plot detector,~-1 processed there and again trAnsmitted to the co pqter~. Thus, by comparing
transmitted and receivled test plots an examina'tion of the proper working
or. the system i., possible.

11. Control of plot detector

The TR-86 computer system used for the plot extractor incl~udes papertape punch
and reader as well as control teleprinter. These units and a special software
operating systeam enable the operator-to correspond wi~ith the system.-Supervisor
functions-are carried out by special ha,:dware and software s-stems, which announce
failure situations.



Depending on weather conditions ana air traffic tn 'ý ~i pa cctxeil
trmisaslUt to~ the c-nmputer the t ot -;art mess3aqes of tip t, '350 real and 653 false
plots during one afltenna revolutiotn That mr',ans that during one antenna revolution
the? computer receives up to 20(0 PR -pict part messages and about 7000 SSR part
rre.sages (including the SSR codc messages). In the case cf back-to-back radar the7_4
plot part messages of about 500 real targets have to be processed during one ia--
foroiatian repeatino peridd of about 5.5 seilonds.

7.1 Amount of Slot Accumulation

Moreover, a consiýderable portion of the plot part messages of the real targets
plots mnay appi%At within a sector of less than S0 degrees. Thus the computer must
be able eithet to store or to process several thousand plot part messages within
a t ze variod of about one half second. This corresponds to a value of plot part
messages ol' about 60- SSR plots within-one radar beam.

7.2 Maximum Short Tine Inptat Rate

Finally we must consider that within a perici of abot,~ 100 A±sec up to 65 plot part
messages may be generated by the plot detecto~r. ro aN.Ad s-ituration- oi the link
between plot-detector and computer, the plot detector is fi -tted with a flipilop
buffer unit while the radar data input channe.' ii aj.le- to hezidle one plot part
message per 1.25 igsec.

8. Speicial Problems

8.1 Code Validation

As mentioned previously, the computer has to validate the SSR code replies re-
ce~ ted from the plot detector. In order to informr the -compatterr which SSR codes
belong to the same SSR target, the plot detector adds to th4 code information an
address number of 7 bits, wh 'ich is -gener-ited in a Eyclicomanner. The compu~ter
then checks that at leas6t two subsequent- code reol-ie--&f. -the iame modus in~d-ad-
dress number are identical.

These tasks are carried-out by the code validation program of fth~i computer. This
program has the highest priority within the program system f or raaar data-pro-
fceduindatecodse replies. tohpeae oupresingl ii fato caused by th~e on-ligne prces
cfessundan bcodse itplias. Tohpeae on-lsine fatorde co suppressthe! onlarge-umber3
ing of code replies is about 5 to 11, -thus reduc-ing th eurdmemory for SSR
plot part message storage frorm '10 to 2.5 k TR-86 words.

8.2 Scan-to-Scan 14T1

Another special task the computer nas to execute is known as S.eai.-to-Scan I&TX,
which means that all pl~ots are suppressed which do not, change their poslition un-
til the next antenna revolution. All pu~re PR plots which aiýe not: correlated to a
corresponding SSR reply and which are not farther apart than 50 nautlcal miles
will be processed by the scan MTI-program. the scatn MT~I area is divided into ele-
ments of about 0.2 nautical miles edge length. A pi~t 'will he recogiiized as com-
ing from a fixed target if it does not leave this area dur5.ng one~ scan.

At the present tize the TR-a6 computer Is programmed to examine vp to B80) plots
which nay be fixed targets, a number which can be changed If necessary.

8.3 Providing Air Traffic Control Centrez with Synthetic Radar- Informaticn

The capacity of the data link w2 use between plot extractor &ad ATC station enables
transporting uhe corresponding plot messages at about 35 plots pe second.-One
plot message consists cf three to six fields of IS biIts each. That means tsio
2400 bits/sec telephone l1knes are sufficien~t. In orfiir' to provide- thei -nacessary
meantime-bett cen-failure, an additional. telephone line of 24%10 bi~tsf"*ac is in-
stalled for each ATC station -for -standby purposes. The -c~eOsputer systpem en~bles
providing up to- three A'fC-sta~tibns with-,different pi~a~eisid ra~dar inforisattion.

In order to avoid an- unzontril61ed: twerflow if the plzit detee~jor_ delivrers too many
messages, special provision3 are foceseen. to reduce the dat4 flow, iii a step-by-
step manner. A similar priocess tordc h-aafo s ue ftoo he
telephone lines to one ATC-ztation siop -Werking, properly. -The reduction of data
flow is done in the following maaner: At first ortly-messages from privileged areas
are transmitted. If necessary- the SLtA code. replies gire suppressed -also.
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If this is not suff icient# the solo PR~ an,! 'n4:-y the solo SSR plots are sup-
pressed so thai only combined PR/SSP :nessag2s ate transfurredl.

X On the other Nand, the processing program enables tran~nitt.ang individual data to

the difff~rtnt ATC stations. The stations may, for ýnstance, require only pXots

{Z kor --cc. rd;.nates.

8.4 Control oi thQ ?lot Detector

As mentioned before, th'o computer contrrils the Normal/MTI video switch in the plýht
detector. A furthtr switch permits stopping plot detection within wanted areas.
For this narpose the switching information is stored within two files, the "HIT!"
fil. ar"' the "Blank Out" file. The covet age area is divided into area elements of
2.8 degrees and 6.4 nautical miles. Within each~ file one area element is repre-
sented by I bit, which gives the information f or the required switching po~iittlon.

While the Blank Out file must be changed by paper tape reader or control telepr-.nter
input, the MTn file -can. also be learned by the conputer. The information stored

- within this file must be dependent on the actual weather situation, which Is known
by the clutter elimination system of the plot detector and given to the compliter.

The map informa ion concerned will be transmitted to the plot detector every 2.8
degrees. The S Lial channel, which is another special hardware unit, serves as a
data link from the computer to the plot detector.. it transports several message
types, including monitoring and test plot information.

8.5 Standby-Procedures

in order to secure the recruired meantiice-between-failure the computer system is
outfitted with a 100% stanti.lj unit in whic;. two 'identical TR-05 computers are
used. The active computer is connected to the data link but bo~th units, active and
standby, process radar data. Switching over from one computer to the other is con-
trolled by the software and watched by the switchover =ontrol unit of the computerL system: Every '100 msec each computer -checks ;t-. own status and sets a status f lip-
flop, which can be interrogated by its partner. On the other hand, every 100 msec:
each computer interrpogates the status flipflop of its partner. if the staoidby com-
puter zecognizes that the active unit is not properly workina it will then call

Switchover, however, wi-ll only be carried out if the switchover control unit rec-

ognies tha th~sttusflipf lop of the active computer announces "not okay".

9. Software-Organization

FiLgure 9-is a block diagram of the software struc_%ire. The programs called "inter-
7 rupting-programs" interrupt the radar data processing progr&am if necessary. They

belong to the operating system. The interrupting progra=4: 1) announce special
failure 3ituations, 2) serve the control printer, pap~rtape unitrs, monitoring
display, and a clock pulse.ii The radar data processing program is divided into two main pa.:ts. One is the code
validation-program as menti;.ned before arA the other is the'radar da%.a extraction
program, which carries out all other tasks of radar data processing. As can be
seen from the flow diagram in-the centre of Fig. 9 , radar data extraction can
only be carried out if code validation rests temporarily, thus providing the nec-
essary priority of code va -lidation with respect to data extraction. There are two
cases in which radar data processing will be ia a waiting situation;

1) The SSR- and PR-input buffers are empty

2) The output buffer for the data link is completely filled.

Du:-ing both situations for a period of up to I msec the radar e~ata processing pro-
gram delivers program management to the so-called waiting program, which is the
program part of the operating system with the lowest priority. The tasks of the
waiting program are such as preparing output messages or processing input orders,
which are handled by the control teleprintec or papertape units. Auother task of
the waiting program is to check all the TR-86 statements.

Thbe arrangement of the different files and the flow of radar data may lie sten in
Frq. 10. The radar data input channel fills the .nput buffers for the PR.- and SSR-
plot messages. Code validation is done by the code validation- file and causes the
c?~ear-ing of the SSR input buffer es well as the fillirag of the SSR intermediate
buffer. Radar datae extraction will be carried out by means of a ranae orientated1 - file and the plot ccrrelation file.
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Colo PR plots a.re siored within the fixk plot- file for one antenra 'evoiution anc

a • r.- • i2tt-d to the A.C centres only if they have escaped the scat LATI process,
as mD•ntioned earlier. Radar data extraction -Q... "- thc -lerng, pf the PR input
buffer And SSR intermedi,.te buffer. 'Zn the other hand, the ratpUt bu:fHrzý for the
monitoring display and the data link to the ATC centres are f!Iled up by extracted
data. Finally it should be mentioned that the radar data brocessinq p-:ogvan and
the operating system use about 5 k TR-86 words (word length - 24 b ts) ahile the
buffers and files need about 9 k, thus leaving 2 k as opare room in the total 16 k
memory with which the TR-86 -computer used is equipped.

10. Results of Practical Tests

Fig. 11 is a pictuv.'e of -:he plot detector group
Fig. 12 shows the computer PP-86

Until now the whole. e),tractor system has been tested with real PR video recorded
with a special radar video recorder by AmpeA, Great Britain, simulated SSR-plot
data (multiple SSR-plot data prepared with the aid of a Data Pulse 203 Program
Generator), and simulated data transfer. Sirtuitaneoub running of recorded and
simulated Input data and data output showed that the computer system is able to
handle the specified data flow and that spare computer capacity is still available.

The effectiveness of the rain suppression unit and the clutter eliminator in the
PR-channel is shown by several- photographs taken from the monitor PPI. Another
photograph shows the output data of the extractor system, presented at the monitor
PPI as different types of symbols.

11. Conclusion

This abstract was to demonstrate what great efforts have been made durino resent
years in radar plot extraction- technique. One of the main tasks was to develop
efficient plot -extractor systems for practical use in- ATC. Among the work -done
for yeazs, p-articutarly in USA, Great Britain, France, Sweden, and also ir West
Germany, the system just described may be one of the-most modern: and effic.Lent
ones, especially because of its use of the process computer.

%I
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RUMIRA~ AX EXPZNER-PNMA

lio*odvijk - !qbrsd

The result* of er eliments 'ritb a noise radar, performed in 1961., a"
given. Attention has been f-ocu~sed an a flexible c-ross-section of a
p1ossible complete system. AA a consequence of- this we were able to
check in a straightforward =&woar the system pv.rfornsce vikh relatively
simple bmdvexre. Several featur~t or the x'yetme have boon shovn. viz..,
- the antenna systan can be used as a apace fil ter;
- thero -as an option for asianth aets~enent by mecharical- ar

Y'requancy-tcanning.
A discussiza viii be given or tbhs adtaatea andl disadvantages of such
& system.

1-, IMTDUMOVZ~ while target velocity is measured by newns ot the
doppler shift !fj. in filters fd,to 444. it obser-

Xn the literatut* several refermncen can be 'red space is divided in a xan apece-cells, and
found Wooting noise as a possible Qadar signal vc~wce each tell will 'be divided in 1 doppler elots.
(1 * 29 39 4. 9 5,). However appiicatica at this type A cross-set.tion as amntined cau tvi given by:
of signsi in a syste has, an far as ve knai, only a. one, direction, g' ven by Yk~, and n dela
been mentioned a; few times (6, T, 8). For -.his reason steps, vith a corC oa nd x I
it may be of interest to give the risults or our dapp.'er filters;
experimsent with a noise radar performed in 1961.. b. oae distance, 5iveA by 's4 and a beawing
Prior to the present experiment we did saw. work on filters, vith a cor-ralaigr an a x 1
aitrove,,w corresftora for measuring piwpaaes. As an doppler filtersi
exampl, a noiae-reflectometer-system could be Intio- c. one direction, given by' Yk. and one dis-
ned. In fatt it is a raidarystan for short distances tomate given 'by T - with one correlalor
but with a high rosoliatismi (about 30 cm) and a high and one doppler Xlt, fgA
accuracy in targev..dimtanceu as t1o) d If in the third alternative . P7. T- an da
target st2ength (about 5-%). Ta fig. 39.1 an exmple made variable, a good impression tof~the beavou
of a measurement is given. Oar further research vas of a complete system may be obtained. The scope of
directed to the use of frequency dispersive antennas an experiment with such a flezible sat-u it:

as Maum to spread the -available frequiacy spectrum a. t ~tteRjS~*o as ae
in spes . Par when a broadband sigmal. (*.a. a noise *.lais it in-tact poshato detect a tar-
sigeal) is transmitted -by-an end ted linear array, PO hl*
the specatrust of this signal winl be spread out in a~cnadsesv ierar e~e
Space owing +.* the intimnna "squ~ait* (fig. 39.2). .csadprivlnerrc b=d
In a direction 9, in'ttie far field, the spctu as a space filter ?

&.3.is it posiiblc to resolve targets witheeived, will haew a ocanter frequency specified by differentspesithso w*the direction-* and a torn specified by' the antenna cn
pattern. Mhe bauftidthof this apectruom with suanvo steotiabnwdho hantenna bomwidth of 9.Q@,.ad a squizafactor of .swzisteoimmbdithfte
IC OMaz, will, be: 3 ut4#E(Nx). For detectinat of
a eignaaa that- kAs been reflected by en object in a a.5.is it allowed to extrapolate the resultsj ~~~direction 0, the receivar should be matcebd to *thoezesaecllt ytmwt

m am l facets ?
Ta. inteU& nýdti. b.. to discover the drawbacks

with a fotrm dependentanter frequency t* b.I.t~b. detrimetal effect of the cross-

b. ind ta tome depndnto -hebeniatn couplifg between transmitter- and
vith a 0 elator, becaus ve deal withr a ~ recei.ver antenna;
nose sim.b.2.tbe influence of nearby targets;

*The block diagram of the noise radar with a diaper- b..h efeto_ priuigasi
siv* system willibe as given. in #ag. 39.3. Inatheth eyli.
ideal cane a precise distance measnroennt ca& theare- c. measurements
tiealW~ be done by seans of tbr. maximn of the f-ine O Figj-ositioa and velocity;
stria~tw*~. Mu as ros~Alt of fluctuations in &lectro- c.2.cross =crelation fuartican;
nagnetin proageation and target notion, the deaiy c.3.qntenna squint characteristics.
tife v is subeat to variations. Therefore sa envelope
eoorelator detector is required. Three-poesible 3. THE SYmIM
ccofig-urstiams for envelope corelators are given in
figures 3906. a to c. In the appendix TO1 mare details 3.1 S'yatesk requixements,
of these cirmoutt appear.

Another object of the experiment was to
2. THE SCOPE OF TIM ER=aRT verify the expected theoretical relations of the

various parameters. Therefore it. is of little use
The object of %he experiment vas an investi- to spcf-in a~eamce center frequencies, bandidth,

gation into a ecepleft noime-radar system, makin a etc. As a consequance of this, it vas decideds
cross-section of the system. Zn fig. 39.5 a block - that the adxim bandwidth of the receivers
diagram of a compleate, system is giwtas. Target should not be uinited by the choice of tOe delay
bearing is measured by seems of the filters F1 to? P lire;
target range by seems of the delsys-t to? - to consktruct oam tr-ter-comle1tor cobnain

with the requirement that the center frequency



-to obuntesedifrxir rmteZu- sensitivity of the corrcllator receiver it depen-
tuaton ateof te !,atstrutur orthedent on the two input signal levels. In fig. 39.11

is--ie Pnr an¶ Ovtnut siffngl-to-
Froa th *ove the prined-ple oif the eystem can be noise ratio of 10. From this f.,gure it* can be seen

gie. h ethoO given in fig. 3994i-c is most tha~t there is an optipm~ level for the reference
a-.;e The reasozt. ror this ame tuc follovirag: channel of ab)out -50 dhu. This can be explsIne4

- there are- no imajpt .jrequicias;. by the fact, that for s-all reference signals the
- :he vidpobindvidth can 1be he~i.I tne r.f...bsn4width. conversionloss increases, while V:.T greater refe-
The vid-mo amnnlifiers (filters F,, and F2 ) are tot rence signair the self-noise inertases.
=de~e as relicv-d-a~ss filter3, but a cut-off fre- The output sipgnal-to-noise ratio is dependent on
qUz::Cy ý- fl-s given for the lower frequencits. the system function. It the power of the output
Then signtLds with a frequency f, are suppressed. tignel- a=4 noise-conponents are measured behind
they originate at: the low-frequency bandpeasa filter, the (s/N )out
- the S.S.B,-modulntor, by cross.&lki is (9)..

-the zixer, as :L consequen..-o of imba! anced . 2A

In fig. 39.6 the blocit diagram o'tevalized
System is given. B a the effective bandwitth of the video

32 rannit.~rreceivert ( m 157 M~z);
3.2. ransmittr Dn the effective bandwidth of the inter-

gration bandasns filter; (- 60 'it);
'The transmitter imolsiss of a noise source (SAN'isc-arrelator input signal-to-noise ratio

a nd of two travelling wave tubt stmplifiers. As ain sigualling channel;
noise aotrce a fixed-frequency magetron type J7 9-47A (O/Oe)2 orrelator input signal-to-ooift ratiu
was us"d. it is possible to bring a magnetroin into in reference chanuel.
a ccaelition of high noise output withorut stable The input noise is partly of the therm*Z or._igin
or unstable oscillaticas. Mhe best results ver* and 1.4rtly dua to the crss-oplitg effeet,
obtained by shunting the magnetron inagatt. This
shunt has a great iarluence oa the spectroea :am, N. - Nt ~
while bot'. the mnode voltage and heater current viU where:
effleut the output. paver. 'With a toiae figure of in
60 dB, a bandwidth of 200 M~s, and an 4ulifier It iptthe mo ns- oupise power
Cain of about 57 d5t the sevailabls output pwm h iros-oup dz fa1. per
was 350mW cu 1 aeaetauItAsga mr

3.3. Antenna-systemt In oi*s' of this the following ai6M#t-Wo-4oiV4
valvas were available:

The ontenna-system, consists of two iden- 10 log 1), - -35 dB
ticoa end-f.4 alottod wave guife aeriails, %eith Ca
lengtthof 5,5 a.They we oaw.;dt ith aspecial. T2~ (~~1
frome on a gearbox with servo-drive (fig. 39.7). Ito oupu sigal..to-noiae ratio in this CA$* is:
Each satinna, boa a bevortiaIth of 0640C between the S1
-3 dr. poitaU, ui sidaloabe level or -26 43, an-d -4 1010 )Out-+12O
gaia -7t 35 dD. Mw squistfactor of this t ype of In pbe correlator circuit itself we fbmsaa maeziimu
antenna is 8.83 x 10-3 O(~s- With a ~Mif* oic A00 inargreasiont between theary and practice of a*bout
spectrum, the trussmitt*A spectrun-in a dhretion -4 4), 4um t' the lI/ noise from the Aiodes in. the
* , will, be: CL4 163. multiplitweacrcut. Irs~fare -a minimum outpzt *is.

e'Vi aal-to-noias ratio of +8 dB i* to be expecsu..
After seootion with an idetotical eateens, the 36 ytmpstbltobandwidth is reduced to 2215*,s Mw cross-coupling poibliej
between antennas was abovut -70 63, -ain]~ due toMwraie stmpoiblisonthe tvo-ebinal rotatting .1oiet. It coold be impov- Teraie ptspsi~iisae

Va o&V~Ut 10d3o a. Target detecation vaeor very low signal-to-
woise coniditions;

3.46 Delay live b. Mwe antennar-system is used as a space fil-
ter;

To mac the %paceiiction for the delay c. 4s a result of (b), there is an option Pec
line such as: a trood bandwidth of 200 Wsi snd ajiimuh measurmnt by antes"a rotation or
a delay of at least 20 u see.,* a microwave delay by local oscillotor frequency turning, Or
line was used.. This consiste of a noa-Ciaporaive combination of both;
transmitting end receivivg anhenna systems a pro- 4, Tor distance meawmment there is a choice
paiation path ressnoabiq free of se-condary obstruc- be"-4ea either microvavei~f-, or video
times, a referece target and a trave~ling wave del*.- limes, !Dr C comination Gf the some
tuabe ownpiiier. In this dolor line spurious rus- a.P proWe selection of sigmel-bandwidth tbe
Pons5 es; 4u* 511,'&U 18 03 below the mmnted sig- accurac of distance- and bearing mossuee-
mal. -ftr this rsasca there vaas am&s inaccuracy mant 4cAg be excnanged;
in the menawsiants of correlation functions, t, hdie2. target velocity it obtainotl by ama-
A varigk~ deag line was useed in the video ampU. susing the doppler-sahift of the vicrOvaS
tiers; vith a noxiinun delow line of about 0.5.usee signal.. A reference wippler-stift, can be
in awep of 6.6. *sec (a. I a). intrduce to =nstun different taweet ve-

locities with a fired filter.
3.5. CorrelsAtor performance

The transfer function of the receivers wet 41
gsiven it fig. 39.8. With a urniform syeetr~n on the
input of tkhe mixrsi, the Measured envelope of tbe 4. Threat deecio
aces correlation fiactica is as given in fig. 39.9.
The lack of symmtry indicatet that the phase-trons- for this Wasurein~t we UWe a Convenientlyv
foer fnantions of the two amplifiers are not identicQl. sitmaewd fiend target. Detection can be sc-
Computer calculations give the phase difference fuse-
tics arg H(f) of tic.. 39.10.
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14niplished by scanning LA distance aw efll in 5.1.1. It is idead pooaitle to detect a target

scanning adafixed delay. Figure 39.13 ah a ihnn-optiamo hardware with a (SIN)in--5d
for distance secaning and fixed bearing. _Prom the (8/Xia) + 12 dB.

me ratio of at ILo'at + 6 4B han -beet realizod. It 5.1.2. A dispersive linear arror 4an be used me a
has been theeftr.- provwa rpoamible to detect a tar- space filter; even for a broadband noise
get with a noise radar. vio~al. The measured relation tetveen direction and

frequenc' is in good agreement with the theoretical
4.2. Frequency scain curve, provzded the bandwidth o.f the transmitted

For a linear array the relation between the width. Mechanical- and electrical-scanning gavs
direction of the msan bean (with respect to thc nor- alsoot the siame results. However the electrical-
gel) and the frequency (or ifavelength)of a C. U. - scanning method isa very sensitive to interference,

5...Tar~ets in the SO* space-cell but with
gi a W fg 93 different speeds can be resolved by sae-

Xg Ag sulig thedoppler shift. The crosstalk between h
dfeetdoppler channels Lagiven X7y the filter

An aproxmaton fr =al agl~sit:characteristics.

51.Inappendix Y.2 a relation is given for the
optimua bancividth of the bearirg filler.

Thr ilbe ~Little loss in bearing accuracy as
longas teqevivalent bandwidth of the videofilter

Vith: is siaLler than or equal to the antenna, "bandwidth":
A oo B3< e ..3Iafti. This agrees quite well with the

neasuremeiits. The antenna pattern broadens as soon
fo asqec frba ircin the bandiridth of the bearing filter is greater

00 d13tfctr~ pi~~ that the bandwidth of the received signals. This
8.631" OAhzresults in fever independent directions.

In fg. 9.1 th roult ofthe asurements, are 5.1.5. Bearing in zir.~s that we would VUl to eztra-
givncter ingo afO C.W.-signal. a noise sig- polet the p= 'sent results an one space cell
nalitih badwithof -i 14 Xz id used. ?be masan- with wie doppler-slo-. (one: facet) to a systen with

red oins oftheme& bas diectin w gien nx ax Ifacets, 'it can remark that:
e3Ao vih te teoreica cu . Te agmen is - i ispossible to get w2insight in -thebeaiu
qdt*goo. Te moikuea iwass a th antma f acompleae system bycomparing thedifrn

"- ofa,' andidtheffets he acuray o the - aspecification cant be given of filter- and ampli-
bearng-sssreaats As2ongas aw andidt of fier-tandwidth, of amplificazion factors, of mini-

thei 6ive- fitaris maler tan he quialen, a nose actors, of saximus allowable spurious
bas~iM -ot-?4; yi* %bes i litle ignals in &UTlines etc.

Xos ii diectvit. I-tb~otar am los mst - howver, 1Ae kwnic behaviour of such a syst.lm
be _x**4d s cft e im ikfig 1-.16 Itvil be of a x a cells can not be predicted frost these
obvou ý- fos t -aab v'tht bea, s pssiilty experimets .

U siiing seteer-in istece ad drecton. - for the design of S more complex system the IMV-
Y~rodetils viU. e gves apendx 72'0To ock how of one facet to in fact essential; but multi-
the orrspo~ane, f fi~pm7- nd achni el zi- Plying the hardware of one to a X a x I. - facets

sridh *can weddtoAasnins ill not necessarily provide an optimum system-

locaoscustr vx sept ave broad 5.2. The systemt drawbacks
freueny bndendthecorrelator output

was meauredi Tecrogecoupling between treognitter- aind
b.iitAUslocal-oscillator at a fixed fro- receiver-entenma was sbout - 70 49. Because the

qunyteantunna Vas rotated, transmitted pmmr was not so high, the self-Goise
ige3.7sosthe resultA obtained, was below the 1/f-noise of the corralator. This was

also true for the nearby targets. Howve r the skv-
and the -crosacoupling together with reflections

ToV ninsight in th eaiu ftenearby targets or6 the other hand gave corre-
sytmAýsyn targets we usdarefte.ence tar- lated gutput signals. Especially with frequency scan-

afttha euse adoppler shift of 230 Rz. Tan ning this effect wias rather severe. In. fig. 39.19
sm apla ilercan be used* ool7 the a udio. the corralstor output signal is given f-' freqian-
OSC 4to nu t b ted to (f1 +2301sa. In fig. cy- romp, mechanicael sa nnisg. The interference
39-8 t esutsare Illustrated. Vita the metho& effect of th, target sional with the spurious gig-
use itin ossbleto detect and measure the speed nal is obvious from fig. 39.19-a. The corralator

ofmoving targets against a background of high la- output signal in this case is (9):
va fnd bjecs. The crosstalk betwoen the dopp-

let filters is given by the doppler filter charac-
teristics.

On the bae" ot these results it aow be-

cones possible to eheck in bow far the objects with: 2  tia enve the of aorgeltio u

5.1. "Leat of the preincpe of noise radar
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J j A2f 1,evlope of correlation fune- The systema hardware could be another limitation.2 tionfor the spurious signal; The decision whether to us* a randae.noilse sixt-
- elaly cr~cf6r tnrget nal for a particular appl.icat~ion can only be &Y-

Isignal. rived at by careful consideration of its veigitte!
delayj difference for 3purious advantages and disadvantages.

sina; t .. zc -- th ais %" to demonstrate
Io f - the feasibility of the use of noise "as radar aig-

f l ca osilto equny nl, and to provide sufficient insight for visub-
c ~ cloclao i~ lized applications.

f* center frequency of mnterinao
7. APPENDIXA

A 2 w rhase variation in the interference term is 4
obtained foc a local Oscillator variation of: 7.1.* Microwave envelope..correlators

C. xC,- 6T.In the following a disc~ission will, be given
In ur asethee vs des~, difernceofof thmie methods to construct an envelope-correlstor. ý

~ .M a0,3 usc, ha wo~d ivea 2 phse These, sethods are shown in figures 39.4 - a to c. weI
iaritioni for every 6 MWz of local ascillator va- ~ ' h ope-inlntto 1,I,
nasticn. This agrees quite well with the measured 71 .Sni-ie. ouao n adascn.
results. For a 1 % output fluctuation and a

1S/t) -3I , the spurious signall in the Ciei ~ lao
line must at, least be 50 dB belm~ the wacted sig- In fig. 39.4. the block diagram. is given. In
naL this relative simple structure the filters F, an

are supposed to be sicrwaver filters. Filter F so-5- 1. The measurement accuracy lects a frequencyband from the reference signal. The

The accura~cy of the measurement depends combination of the dispersive sutwnna and filter F2
on the output signal-to-noise ratio and on the provides the bearing; of the detected signals. It

presnce f iterfrin objcts In iw f 5.., will be shown that this circuit yields the envelope
presnceof nteferng hjecs. n vew f 52., of the correlation functicn. After the filters F1both were not too good unfortunately. Differences and F. we have the signals4

of I meter in the distance to ane target could en,-2
sily be measured. The resolution, betueen two tar- 1 a~tJ
gets vas about 30 meter. Me measured antenna squint s.(t-tJ [Re it)
characteristic agrees v.11 with the theoretical cur-
ve. Deviations vere caused by the non-uniform trans- S&,(*r)a Reý"ww( 1
mitter sujectrim.

ua 1 ft0 andu Mt are low frequency functions with re-
6. pact to a carrier f. The two s-ýVals, n5.ginatiod

From the discussion of the measurements it i h msuceadhv ifretdl ah
has been shova that a noise radar cam be rsalised. T I saT2'
Also is has been proved that the spectrw of a A()i h ulu inlo h igesdbn
noise signal can- be spread out in space with a din AZ"
perfive, .rrq san that position (distance, bearize) ~ awt.sa.(~1
and velocity of a target can be measured.

The difficultiesithat appear in the realisatimr
ot* such a system are mazy. This experinent, has been with: P r
very- useful to- revogaise these _difficultiesf, to af) ARalG
Isr= their importance, and if possible to deal A 2afff5 )
with them. 311 . * km-*19E' '

The-results Obtained with a dispersive 1inean aw-A
ray have a care general importance in that they can
easily be extrapolated to tht came of a two-dinen-
sional disperzive arry.- whereyS1, sad gives the suppression-of the mwwanted

:n such a mmner the broadband noise sign-al, can videband. The multiplier circuit giveit:
be diaparsed in two, indepenent co-or~unates via. ,j'& .X t
-asinuth (0)_ and elevation (-#). Every direction in gm - [iSfmt*U, jsf.wl'
space. defined by e and # is u~niquely deternined by 4244'J *1
a specific-center frequency-of a spentr'wn, (iaracte-ARe1#
rized by thle squint Zmetors K sed X . Tne fors of +r ;It
the spectrum as before will d~edc h nen
pattern. So it should be possit'le to obtain in one ?be integration bandpaasfilter his an impulse, rese

mesuemnttarget position in three di''' R
h-! - R.J (L'**''i2"

Attractive possibilities arise when cosbining m- with hi (t) a real functio.M.
chanical- and fresquency-scounin .. For instance 0 me- After thii filter we get: 154
chaniical scan and v frequency scan. .

Alternatively when scanning in one co-orainate
the conbinatien in mechanical- and frequaicy-scan The following relations ane used:
offers the possibility to inprove the dwell-time on #-
a target. - Mt.(KF)e Gtr

A Durter possibility is to make the squint fec- .

tor K, vhich vas so far supposed to be a constant,
s system variable. LEvery type of signal has its am r*t
limitations. ''~( 'E~F

As is knowsr from the literature the uaeful e2,%
of a randua noise signal, &am evezy continuous siC- Z(f a hM !(
3sal, is limited by the target envircowent. J ( ) ~ t~.w >

Methodr to overcome thl- liiation, have been -< - ,f
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"tor "~e~signaliw part of S(t) we could write, with: Thareftre pre-selectioma f.:.ters; will 1:0 nescassary.
f fZ(O) " 26 * d In przibciple, azimuth scanning is possible !by tsv.

~ nin of tha lo~sl-oacillctor. it is possib~i to use
~ J~'tf~~~)t~i, an x.f.-dolay line. A si,*elm os- tha~t ~po~

V~1 the, third mee~hod menationed in 7.1.3., arises vhten
A I -Q t4, . ) fo is in the middle of the spectrun of Y~t).

PC W cc eThe filters IPI F~ and P q and the amplifiers be-
cwlow pass circuif vAP w iths that are

Tue signals: o1 (t) and s,(t) originate from the sane about half the bandwidth of the inc.-Snig sigpials.
3-sourco, bvt have traverled diterent. pethn with fre- It is now evezi possible to use video delay liner.

quency amplitude characteristics H1{f) and H2 (fM. Moreover the problem of the reject'ion of tbe'i~mmg
frequencies is thereby ayoided.

M-(W) -AO H.S r WIt is very laportact to equalize the conversion
loss in the multiplier circuit and the amplifieation

The construction of a ckircuit for squaring cor-
where:r W (f) at (f+ f ),is the spectr=n of the relation functions with sutficient stability sand
complex Involopeo~f tht source signal? dynamic range is not easy. The output signal is the

aqua of te envelope of ~he correlation function.
Yts W) - .S(P £>derivaticaa will be given below.

The input signals are again a1 (t + and
- 0 f.O a 2 (t + * (see T.I. I.).

Substitution of these functions will give for the These *sigaals are mixed with:
envulope of sgn(t): o*.~~2 it

with: 9S' t . Ll

With #% datector after the bandpass filter the enve- !be output signals of the stiner ar- fil~tered in the
lope of the correlation function can be nessamed. i.f.-Lnplifiero, whera upoo the xultip3lcaticas
To sean in azimuth the filters ePn od X, mist be xA(thxo(t) and XAW-)EI(t) WOe made.
varied synchronous. The ditrivatiom± is analogous to the mertbod eiven in

The 8.8.3-modulator must be suitable for a band- TO'.% With sa integration time large With respect
vidta of 200ifti. aine ixrwt to to~ correlation time of the sigals; and ~

The multipler circuit i aacd- ih vfl=H()9i i ayt hw htteot
microwave mixer-diodes. inl

For & freqUenc7 aAmtbst-scan this circuit also A
must have a banidwidth of 200 HIs. U W#1 (

An acceptable conversion loss ca be obtained With: _

with I wt of reference signal power an the output .txi
of the S*S.P.- idlas;or. The multiplier circuit IM W'~ "Jf)!(4 (rOm ime g4
saut be voll balanced, aspeciolly so to eliminate,

j hemi'.prodncta of the spectrom of the utroag re- T.1.3. eandp~as cons~lat~r with Tifis@ amplifiers
fereacs signal. An unbalance better than 25 43-bo-
j.ov the itput signal is not to be -expected Por sig- Sm nowrelate receiver element for the 3pra-
mals with bandvid~tho of 20 Was lying within a band sant radar VSat4M bas beft build accrding to this
of 200 H~x. princiPl. (fig. 39.-4-4. (t+T)ediftejiefore it is reeow~ended to choose thb conter Agiai the 1;Ut signalsi WV a1 ( * ad (t T2)
frequec7 of the narrow boandass Witer outsie., this
spectrom. bs* oeal oscillator signals oare

A suppression of the unwanted sidesband in the
5.Sj..-.olgator, bettr than 20 dB !-- 2ot to be A 'Ro)I.
expected, so the measur~ed eavelope of Vwecorrela-
tica fountion Uas a riVple of about + 10 Ss and a signal that is shitte in frqu t y a

A disadvantage oZ this 8..S.L-nodltor is the B.B.L6-mdxaltor over f1 Ns U14' I s
suall peraissable signal lewl, the oim noise con- [tribution ad the conversion loss of 8 1 10 43. b(t)a B R

FromUs results ofexperiments wih&acnt-up
according to this method, we fotad that for sm owe frsqvimncy..diffieresce terms in the mitoutput
output signal-to-noise ratio of 10 dB* on inter- sipass will be pasted by the video filters.
ference free input. signal level of abnmt - T0 43, After the video anplifieris, w4th frooequn osplitw-
(Wth a bsodwidof 20 f) is *esb4. as characteristics aRs) and NO~() ve at the
bis meathed is nov suitabl ror a radsr system be- sigmals xWt). reap. 11 u) M 1isma1 (:t A.x(t)

causet is integrotea in- a bandpass; filter tomed tofV
- the sensitivity is to low; 7te envelope of theisigmal tirs of the output 84v-
- the filters F1 and F must be tuned synchronously -nal is:

and withhihpeic.f)L

7.1.2. Coobination, of a normal correlator with
a 'W*-.cowrelator. with:

In fig. 39A-b so example is given, A iie (t)- fJ~'#) 2K(i4d HLP Mf KW(f 4
circuit in front 4f the multiplie2r circuit shifts _f

the spectra of the signea] t* a boad vwhim it is in the video ampifiers it is possible to delor the
possible to use conventicaal ,mwlifteroo signals by 4 Vi610o delAW line. Mfw bomftiMt of

Thosee stplifiers could also be used as selective this delor line mybe half the boandwidth of the
directirnel filters. 'Ibe Choosing the intemediate received signals, IV choosing f somesher inside
frequnc7 tame must be %4wes to eliminate the image the spectrum of the signasls w1I(f) andy v t), 1 (tM
frequency band. and. 92 (t) wre selected and bandd1ntdb the loW
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pues filters F, and F2,. The correlartor input vis- i1 2 f) end 522 (f) mvtbe ret*uw,*a- A-UiJR: npli
nels ane selected ratier with fllars symti ransfer ckaracterintics.
&%±nut f and with it ta~s band Aivefl by P. and Fe,. ;1i f) is thi sapli-tuft tansfor characteristics
Atiauth'scanning ;a obtained by tuning et the 16- 6~r swan other filter.
cal cucillator, The matchinxg cir.dition for maximum ouztput us..

The frequency shift r I is essential for t~he de- Taal. 8ad constant Aft. is:
teiminatica of the envelope of the correlwA~on HL2 '%)H2(f) =*2()H2f

Without this frequent7. shift, the correlatitn
fuinction with fine structure would be measure.d AS The two receiver filters are UMad identical to
a D.C.-signAl. Mhcosing 11, <1 MW1 has various ad- ftsure equal phase fucinwhile 11.(f) coul,:

vantse$.,be used cc a correction filter in cati of anggyaantri.e
- the filters F, and F, can be identicil; A(x). With these assamispiona ve get:

wAen f, <-C bandwidth of the til~ters;
-if F Iand F are not real lov-pass filters, but H1 2 (f) aH22(f) - 11(f)
have a cut-ofr frequ~enc -f signals with fre- 1f
quencies r , resltiosj from the StSo.L-madulator, H*2 () i
as a rosulL of cross-telk, are suppressed; With a broad uniform source sapetrum, the nwrma-

- the I/f-noise fror. the microwave mixer-diodes is lizod antftna Learing characteristic will be:
also suppressed;

- intsgration filters with a bandwidth of about
100 Hz are easily realized. IJ0.4o )1 . JI()3I.(..f

7.2. Influeace of r±,ceiver bandwidth or bearing 130.)
resolutionInsight in the infliumrce of the receiver bandvidth

The amnlitude transfer rhaeucteristics of on the beariag resolution can be obtaintd b, using
* a linear arry in a airec.tion e is: some aplproximations-

4 A For inrtance if the filter transfer function is a
%A X1A (,'s)gaussi.4a fmamtio and the standard deviation is de-

f aei d fined &a. B

£ wth:then: Da 1,1T9
a length of th rt if: B- the buaAvich betwieen f -a and

1(1X)" Vic i~l'umination fuuctic~a
U~~) .. La. si The same is &w~e for the sneema, for which the

U~fl 0 -a V0 - sn 0standard deviation is:

2D
0~~~~_d a ,frf wt: * the matena temovidth betwift the

If the antenna in aimed at a turget in a direction-
00, OA& the receiver is tamed to r. center freic-rmcy The normaliza4 antemsa cbsraeteristic-Incomas !a
fc, (fir. 39.20), we have: this crae:

for f ' foz U(f0 o, 0 ~ 0. and si4 00 - i1(f 0d-fo) M~O.~ 5 arj[.'
fo eff+ U (f 0 .f)3 sin %-Asin 16% jj(.o a ~ 5B

with zinee- 2ineo - KVf 0 -fo Thbe "beamwidth! of tbi~dslbe

aK voo/foos =nd is kpprmtiirately constant for small B 'TV71
frequency deviAtiors.A wsrofteIoith nurrco iucul

In cawe of a constant local osclllator frequmecy A deasuro or the ratos nteaglrrliieil
fL. and a rotating antenna, e. is constant o ediieasterai
is tth variable azimuth ancle vith raspect to the
normal to the array. *.*

For a constant delay differecuc x , the output of 7/ *W-844
the coxrrolntor wi22 give in "satenna pat~ters" with
center k- i th e s~met we an wmieobnwdh

This antenna, pattern. is reasured u~ the envelops Aic vb eqiau ap'oa*rs"zf
of the zorrelntor output signal: tsdit of abarat V0 Ms and a "ýnarow raft

bandwidth of alroizt V&. M~.
.'- is toe Matsam bominri'th Vag 0.4~ a

JJ~a)wII~b&1I{~a;i O a(F)(OH~)~2 F oPr the two cants we obtaiin resp:

vith 2D = " Ift; -V OM
witu: 15( r ) 2 a noise_ scutce power spectru vm ithe 23 n au1tmHEX C7 399.16flosre.

Nutf) amlitdetransfer cbearctezrs- 7 0#71 an44ir 1. Wei agree qite well.
Stic of transmitting anteana It com be shows thAt the receiver bandwidth B,

"wf)athe sa for V1.recevn s ht al iejitotm o~to nas
teana. ta, ells as- in acgle isgiven by the relattift:

a a - c % G-MM
T W tosyutri±.il illtainatian fuctime A(x), R4(f BOB Wk -

in a real functicef.
If tbe trsasmitting wad roceiving-aiteana ant in-
dontie~al

Ha! 3 EaLr(t) I t'f)
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Fig. 10 Calculated ph.tse-difference function of the correlator receiver
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Fig. 13 Cborrelator output si~n&e 1, for distance scanning
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RADAR DIEVITEMEINT D'OBSTACLES POUR HELICOPTERE

G~rard COLLOT

ELECTRONIQUE MARCEL DASSAULT

9Z siil-cloud FRANCE

SOMMA IRE

Le radar SAIGA a EtE d~velopp6 par 1'ELECTRONIQUE MARCEL DASSAULT sous contrat du Service
Technique dea T614communications de l'Air en 1966 et 1967. Les easasw en vol ont commenc6 en 1968
et se sent poursuivis jusqu'&i Ia mi 1969. A la fiA de ces essais en vol, il y a eu plusiturs 6valuations
tant £rangaises qu'E6trangeres pour v46rifier la validitE9 du rmat~riel dens d-Iffdrentei conditions do vol.

CARACTERISTIQUES PRINCIPALEFS

friquence d'Emission .35 000 MHz (bande K~a)
puissance crate dlimission .de 1Fordre de 7 kW
largeur d'impulsion .0,2 Ps
aatenae :dlamb6tre rapproxiniatif .450 mmi largeur du falsceau .1,3'

facteur da bruit global .iniMrieur A 13 dB
stobilisation de l'anitenne .en roulis et tangage
volamie explor6

en Sisement par rapport A IPaxe hdliccptbhre sup4riaur A + f£0

en sitit par rapport au vecteur vitesse :supirieur I + 10'

Filuration des -5ch.as dange-reux : oar rapport X une ligne de rifirence

pour une v',:esse comprise entre : 0 et 500 km/!h
pour une altitude de garde minimaale dot 30 m

Pr~sentation des informations type C cii 't~ldvision" (limitie 1 5 km:
type B : chelle 2ou 5km

Tests int~gris pertmand',ts

Poid*

radar avec radolUC . 0 kF environ
indicateur IQ1 kj environ

C.njonomuntion 41dctriorie

riceau 200 V - 40aHz : nf-ireure 1 700 VA
riveauZ V coutinu :inftireure 12AtriseAu26 V -40 Hz :inf Stieure 11 30 VA

PRINCIPEE DEE FOWCTIONT!'ýMENT

Le radar SAIGA est un matiriel ht'lilportE, il perxnet le vol tout temps I trbs bass. altituds,, Les prin-
cipes ntis ea oeuvre dans le, radar tI~JGA scant adaptis aux conditiois particuli'bres dei vol dun helicop-
t-7e, appereil qui peut s'enfoncer profondiment danit It relief.

LlEquiperment se compose easentiellernent de duxu unit~s:

- le radar propremont dit, monti dans le aez de l'b~liczpch-re et dont le rble eat d'exi~iorer los-
pace I l'lntirieur duquel Is vol va sw poarsuivre (figure 40-1),

- l'indlcateur, instal4E dens le poste pilote, dont Is, face avanit groupe toutes les commandes d'ex-
ploltatlon (figurut 40-Z).



L.'enserMl~e c onatituwr un rniatdriel ruistique, compact at liger, ciu! %1lle I& facilits d'laotallation a wit
mnaintenance ajade. 11 r~pond aux normas concernunt lee watdriels airoporl.~. at a A6~ conqu aen tonant
compte desi conditions d'environr~ement rencontr~es A bord d'mn h~llcoptbre.

La rtialivatian A haute denait6, fait appel A des 6ldtnents d'mne technologie avancde -transistorivatiton
trbs pousst~e, circuits intdgris, circuits irnprim~s,

Cleat pourquoi, le poids du radar, y compris le radtar.e at l'lndicaxteur, eat relativomnent failbe :envi-
ron 60 kg.

Utilisati-on Op~rwtionLc

Le radar SAIGA oerrnet les fonctiona on6rationnolles dlivitement d'obntacles et do visualisation dui Sol
(stir option).

LILCvitemenrt. dlobstaclea pout soeffectuer dana deux plans, et commei le pilotage eat manuel, 11 oat pos-
sible do choisir la manoeuvre de digagement !a plur, appropri~e, k savoir:

- frarchissement,

A cat offet, ISa situation eat clairenaent prdsent~e au pilote srr um indicatiear -:athodique. qux affiche tous
lea obaltacles dangoreux sinai quc des rept-res facilitant l'oxplaitalt.on.

D~tection des c~bles

Le radar SAIGA, grice A l'utilisation do IS, baade Ka qui permet d'obtenir ian fais-zeau d'antenne trhts
Streit, d~tecte lee obsat~cles iso1~s tels quo lea pyi~nes ainai que ?ýea ctbles des 11g~ws 71 haute tensioni.

Cette possibili.4 peranet le vol I ttehs basso altitude par tous temps.

Visualisationi dui Sol

Vs ~Cetto fonction peout etra ajout~e, Sur option, sau radar SAIGA.

Dan* ces conditions, I& repr~sentation utilisiae eat diu tyj~e B. Cotte fonctiCAi permot :

-Is. navigation ot Is. recherche damn site d~gagE pour des mahoeuvrea telios quo:

- I& navigation ou le largage diu. mait~riel on de-persunael,
- I& rdcup4ration dui personnel en mer.

L'ezploration de I'espace s'offectu. I l'aide o deuxii antennes coupleas A Mtintriewir d'uae large portion
do aphhre situ~e A llavaixt do l'h~licuptthre (figure 40.3).

- n gisemuent

belayage Sur :+0
rngsolutiov T,3'
temps d'exanien (wit, ligne) :40 mes environ

a n site

balayagv our 20' 1 40* avec- lea 2 antennmu coupl~es

temipa d'extarnea' I aecond'ý envli-tn

-distance

zone utile 70 rn ISOOO m
r~solution 30m

L'enfoncenient maximal do Ilblalicoptlro dans It relief eat liE& I&a finesse do-l'analyse qul s'obtient par
I&swe maicn oeuvre dun pouvoir- s~paratour Elevi en site, giuoremaa et distance.
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Compte tonu des faibles dimensions-do l'ensemble at do cellos des antennes en particuller, iI a iallu
recharchor un faisceau relatl',ement fin, par l'adontion d'une lanik-esu dor courte quc pc-
silile. Le choix do Is bands Ka permot d'obtenir one ouvertiare de faiscoau do 1 3* dan-I Its doux plane[ ~il reste compatible avoc )as portdes nicessaires quelles que solent lea conditions rn.tt~orologiques.

VPLe peuu'.oir sdpavateur en distance oat do 30 mn, valour hornog~ne avec loe d~finitions angulaires don-
ados par Is faiscaau I l'intrriehtr du domains de recherche.

Cette valour, qui correspond A uno imnpulsion rolativemesit brbvc (0,2 ii,) permet on outre de rdduire
leis perturbations dues aux r~flexions our un rideau de pluie.

La navigation en aveugle, A trth., basso altitude W~est possible quo si Ie pilote dispose d'un incyon capa-
ble d'dvaluer It relief qui va Itre ourvoI6, afin de d~terminer los obstacles dangereox a Is, pouroaite
du vol.

Ce rnoyen cot r~alis6 pratiquernen,% grace A ]a "surface do garde" lieu des obstacles n~cossitauit ono

manoeuvre d'6vitement Ie l'hdlicoptreo (figure 40-4).

Lea obstacles situ~s aa-dez.rous do ls courbe -ie garde no sont pas da-Zererux et ceux sitods au-dessus

garde", dont Is valour pout Stre choisie ontre 30 et 300 rn au grog du piloto.

L'exp~rience do 1'ELECTRON!QCE MARCEL DASSAULT dans Ie domaine def radars at des calcula-
4 tours appliquis A is 36tection d'obetacles a perainii do Affinir ure solution sjimplifi~e do m~thode do cal-

cal pour I'application au vol basso altitud~e d'un heilicopt~re.

Le principe g~ngral conriste A compare.- en pernisaiience I& position et I& variation do position dote ichos
regus par rapport A on gabarit ddfini I I'avanl,:.

I Le gabarit choisi pour SAIGA consiste on deux segments de draite dont I t position du point A d'srticu-

lation ddpend do Is vitesse du porteur (figure 4C -4); La pente du deuxihrne segment do droite a 6t6 d6-
finle one fois pour toutes aprZhs exprirrienzation.

La position du gabarit (courbe do garde) par rapport au porteur d~pend do la hauteur affich~e et do Ia
vitesso do descente, los 6quations des points caractdristiques de~ Ia coorbe sont los suivantes

- position vertical. h ~ho+ Tj VZ 3ouleimont pour Vs < 0

- point dlarticulation D Do + TZ Vx

-penfle du deizxime segment do droite =2 A 6*

avec

ho = hauteur affichde par It pilote
Vs vitaesie do descents
Tj constante do temnps qoji dipend des. caract~ristiques atcrodynamniques du portour
Vx = vitosse sol horhsontale
T2 = constante quiiid~pend des caractirlsiiqmes airodynaniiques du porteor

Deax typos do pr~sentation sant rialisis

4 ~- une pr~sentation giseuiient-slte type "t6l4vision" ou "typo C"I particulihreinent bien adspide I Is
s~a&uation puisqu'elle restitue sensibleinent Ilirnsge du pa~ysage situ46 devant Vh~ficoptlbre;

- one presentation giseinent-distance do "typo B" donnant one image trlhs fine du relief ;d&coupfi j~Ar

Is surface de garde. La distance maximalt est au choix do 2 ou 5 km.

Dans lea deux cas, et afin dlEtre facilement interpr~table, l'image est stabillise en gisement et les
echos dargereux mont prisent~a en surbrillance sur iond nair.

A u mgssoticroI
A une ligne do rdfirenco permc-ttant 10 pilotage dans It plan vertical., et qui figure Iia surface do

garde. Los obstacles dangereux scnt situts au-dessus da cette ligne do r~firence et los obstacles
non dangoroux cont ritu~s au-dossous $

#A;~ an inarquour correspondant I la direction du vecteur vitostse do I'hdlicoptlbr*, It pilotage cyitsis-
tant esserfieioment I masintenir ce rephtre dans une zone digagic. Ce vecteur vitesse Got Symnbo-
Hod par on corcle en typ C at par une ligne poirntillie en typo ,

u n marqueur figurant la route .1 suivre ou 1s cap obteno A partir de laffichage des donnies du
systhIne cio navigation do bord.
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Suir la nrýsnentatton tye B"*en plus des rnarqueuris vecteur vfteste et route A su~ivre , il 7 a

-deti marqueurs de iiistance, espacis de 500 m sur 116cheile 2 k-n et da: 1000 m sur i'4chel~e 5 Sm

-le rn-iarqueur "distance d'arrit" symbolis4 par une ligne pointilh~e. Cette distance d'arrit varie
en, fonction de la valeur de IL~ vitesse horizontale de l'h~icoptzbre.

La pr~sentation des obstacles et des marqueurs associti pernmet au pilate

" dravoir une vue d'eneemble du relief au voisinage de la route suivie,

- de pouvoir se ddrouter, afin d't~viter le survol .l'un obstacle important se trouvant devant lui,

- de pouvoir freiner A temps si le dUroutement W'est pas porsiblo.

Pilotage en saut d~obstacle

Le probllrne consiste A donner A l'h~icoptl~re tine ponte de mont~e, correcte. La figure, 40-5 montre Ie
p~rocessus.

La su*.-faco de d~coupe We~ A Ilh~licoptl~re doit itre, normalemnent en cortact avec le sol. Lorsqu'il se
pr~sente un obstacle. le pilote dolt donner A son hilicoptlre une pent. de ntort~e a do fagon, a passer
b la 'ferticale de l'obst~acle A une hauteur ho . L'angle do pent. a est. pr~cist~inent l'icart do pesition
par rapport ý Is. ligno de r~firence honizontale indiqui par le inarqueur cercie.

La seute opiration & etfoctuer par ie pilate ccasiste simplesnont A rnaintenir le centre du cercie du vec-
tour vitesse sur lo somniet do Ilobstacle.

Les trois figures 40-5a, b, c, indiquent:

a) le vol est trap haut parce quo la ligne do rfi~renco symbolisatt I&a urface de d~coupe est au-
dersus du 4*1l le pilote doit maintonir son vectour vitesse (cercle) en contact avec le sol,

b) Ie vol est trop bass, It sol est au-desuus de Is, ligne do ri6f,'ence ; lo pilate doit faire cabrer
* son bilicoptlhre,

c) le vol est correct - ol, rif6renco et cordsa sont confondus.

Le radar SAIGIA est 6quipi d~un syst~rno do tests intq62rda qui v6riiie, on permanence 1e ban fanction-
noment do l'Equipemznt.

Cette verification s'effectuo sirice au test simultan6 do 1'eneomble Emission-Riceytion et des circuits
do calcu'.

L'osisorble Emissian-Riception est reconnu on bon dinat lors-lue Ia mesure dui ni-,eau vid~o ern fin do
chathe exclkdo un seuil pr~diterminE. Dans lo cas contrairo, le pilate est ave-tti do la, ddfaillance dui
mati~riel par l'allurnage dii voyant "Alarms".

La validitU des circuits do calcul est signalie par Ta prisence d'une zone lumineuso I la partie gauche
do l'indicateur. Ce test est rialisE grice k un gdz.Arateur d'Echos ficti.!. incorpoz6 I Ia chafbe do rg-
ception et constitu6 par un osciliatour ddclonchi pdriodiquezr.3nt.

On natera, de pk-ý, quo l'allumage du voyant "Alarms" peut 6galeomnt Stre provoqui si Ta haa3teur do

vol donnit par l'alti-Ottre ost infdrleure A I& hauteur do vol affichia.

StabilitE des i-nales

MAtn d'6vitom un glissement do l'imnago prdisentic sur 1'Eeran do Ilinditxteur, cello-ci est gelie par rap-
port A des rifdronces fixes situodes dans les plaps site et gisemont.

Dana le plan gisornint, i'image est Solda par rapport an mnarquour do route (on do cap). Pour dos va-
riations do 1l'Ecart do route do + 60*, Il'inage est rocentria automnatiue~ume-4t. sur l'EFcran et to soar-
queur do route est dicali do liamime quai~ttd.

Pour des icarts do route ddpassant Vouverture en gisement du radar, I'imnago roste gelio et le mar-
quour do route est visible eni but&o & droite ou ) gaucho do 1'Ecran.

Dan* To plan site. Alimage est goldo par rapport & l'3horizontalo. Le rocontrago do 1'imago est. oflfoctu6
par quantitds fixes do 10* pendant los variations de, I'angle do pent.. Loraque I'angle do pente est ;u-
p~r.'eur I + 20', * e fl~ch. vex ticalo sdiclairo.
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DESCRIPTIO1N (Planche 40-6)

Le radar groupe les 414ments tuivanta

- l'antenne et lea m~caniames associ46s,
- l'1inetteur-rdcepteur,
- !-s circuits do traiternent de l'inforination.

U'-ndicateur cornporte

- le tube cathodique at lea circuits associ~ls,
- les coniiandes dlexploitation.

Antenr~e ci indcaraisies

L'ensemble mobile eat conetitu6 par une sphlre cornportant un arneau cupport d'antenne et deux derni-
radomes pommettant d'6viter Ileffet de ventilation.

L'antrnne eat constitude par dciii paraboles plac~es doe A dos (figure 407 an~m~es d.443 le plan hori-
zontal d'unm nouvernent de roation continun, h I& vitesse de 660 tr/mn. Au cours de la rotation, utt comn-
mutateur I ferrite aiguille succetssivement l'6nergie hype rfrtlquence sur chaque parabole, afin rd rca-
liser le balayage en gisernent eu domaive d'exploration.

3 Lenseenblu eat atabillad en roulis et en st, A partir des informnations de la centrale do vertical w.

Le inouvement on rite effectu6 en ume seconde eniviron, slobtient. grice A une oscillation des dciii an-
toens do + 10* autour do l'axe do stabilization.

La liaison hyp-irfr~qUenCL, I travers lcap axes d'articulztion *:st assur~e ptsr *.rois joints to~irnants.

Einetteur- r~ceptour

L'EFnergie hyperfriquence eat dElivr~e par un magni~tron dont Is paissanc3r crite eat do i'ordre de 7 kW
dans la. baride Ka. La mrodulation eat rdalixde g--Ae I im ensemble tixyratron ligne A retard A charge
rdscnnante.

L'6ne-gie rerue est amplifi~e par un rdcepteur du type supern~tirodyne .1 conktr8le antoniatique do fr6-
quonce, dont I& loi do r~ception perinet d'6viter tove saturation.

A cot effet, l'ampiaificateur rnoyenne frdquence pr~sente une carectdristique 11ir.6aire-lagaritharnique,
particulih6remznt adzptie aux variaticns imxports t.-a du miveau. Le gain eat variable dans le temps afin
&o s'affranchir des perturbations que pourraiant apporter los 6cbos proiches rehiur par lea lobes sec on-
daires do Vantenne.

Le signa' vid~o recucilli en sortie eet dlrig!i vera let; circuits do traiternent do Ilinformation.

Les circuits do traitemerit do Ilinformation ont principale.-nent pour r8lc l'iflaboration do Ia surface de
gs rde, en vine de la discr~wniration des obstaclos dangereux.

Le calcul. do la. surface do garde s'obtient A partir des informations suivantes:

- ccrnposantes do la, vitesse/sol (donndes par le ra-iar doppler ou tout autre appareil),
- h~auteur do garde (affcicde par le piloee),
- position do I'antenne.

En plis do cotte fonctiou, lea circuits d,! traitament do l'information ont 46galewent pour but

l e calcull den la Plisance darret A partir d-- Ilinformation vitesse,

l a g&%6ration dcs difficrents marqueurs, y' compris 1ihorizon artificiel, N partir des donn~es do
"Ia centrale, ov de tout autre appareil :horizon recopi,6, par exemple.

Indica teur

L'indicateur r~alise sous fiurme d,'un coffrct paraII616pip~dique de fa'bles dimensions, englobe le tube
ceathodique et les e-ircuit~s qui LIi sorat propree : amplificateurs, alirrientations.

Le tube cathodique eat du type A entretien d'image, .1 deux canons d'inscription cc qini penmet Ce r~ali-
esf.r simpklrnent I'affichage des diffdrentes inf(ormations.
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1,,& prernti-re %,ve est Aecr~ lta p-C-sentattar: de 11horizon artalxciei et la seconde ak ia visuahisation
des Nignaux nila? -t def. marqueurs.

Suir la face anttricure , ront J-sqpos-ýs les diverses coninandes d'exploitationi, ainsi que lea voyants
d'6tat d'i radzr.

Lt!'A pri~wipales ;.ommazides dcexploitatioti sont les suivantes (figure 40-2)

- mise en oeuv re ,
- choix de la hauteur dc garde,
- pr~isentatiori de i'image,
- garomes de recherche,
- tests ".foyante",
- choix do !~a polar-sation de l'onde wýmise,
- commrandc de viraee,
- dteblacage do I'antenne.

Maintenance

La maintenance du radar SAIGA slfecu soit sur l'hdicoptbre soit sur le banc de maintenance.

RF.SULTATS DE L'EXPERIMENTATION EN VOL

Port.~e

Le diagramme (figure 40-.8) reprC-sente en abscisce I.a distance sur k'hellc lo~arithmique et en oraon-
nt~es la putýaw-zw rejue en dB/W. Le seuil de visualisation eat situi A - 105 dB/W (+ 16 dE/KTBF).
On peut voir q~ua les arbres sont ddtect~s A une dintance de i'ordre de 2 A 3 kmn (mesures effec~tuies en

Les diagrawr.ues (figures 40-9 et 40-1 0) donnent lea port~es obrenue3 sur pyl8nes de lignes HT et cAbles
HT. Dana lea deux saon peut voir qua ces obstacles sont aisdmnent dictect~s A partir de 1500 ml-tres.

Dtdtection des lijnes HT

Le radar SAIGA ?erznet de d~tecter lea c~blez HT en trois points

- tin point scian ia noriaie au cable,

-un point de chaque cW~, Iun angle d'environ 20* qui dipend du type de clbh z.

Suar Is. figure 40-11 danp le cas de I& position (a) It direction de i'h~iicoptl-rc eat perpendiculaire A la
ligne haute tension, nous &von* =n point de d itection exa'flement dans laxe et ur. point de chaque c8t6
avec tin angle ea 20% Dana le cas de Is position (b) il -; to-ujours une ditection scion la normale aux:
cibiet, ot 6galement un point de chaque c8t6 de cc point central. C'cat particu)ibremcnt intdieisant
car cela pe~rnet A i'h~licoptAbre de sauter par-dessus I*& lignes haute tension. La figure 40-11ie donne
Plexplication du ph~norn~ne.

Lorequ'une onde radladiectrique de longucur dounde X. vient frapper tin obstacle, ii y a une rocfiexion en
aens inverse salon !a normoale, cc qui eat tau: A fait Ciasulque ct icraque i'or a'dcarte de cette position,
il y a une perte due au pouveAr rdficcteur de ilobstacle. -Msii dana It cas o4a nous &aons affaire It des
obstacles A strtcture phriodique~cormmc tn cAble torsad.6 (I notre connaissance, il n'y a pam-mi les R'-
gnes haute tension que des c~bles torsad~s) on constate iorsque Van sldcarte d'uzz certain angle pam-ti-
culierO0, repr;5sentA sir 11a figure, tine concordance des phases de rfilexion de l'ando imise de chaque
616ment tersadC. Pour cet angle particuller, il y a tin maximum d'dnergie rffldchle, cc maximum eat
obtenu qaaand

d 4in e n-

7. longuetir d'ande :8,6 mnu
n n.)mbre entier positif
o angie d'incider~ce du faisceau radi-.dioctrique
d pas entrz spires
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La photo 40-12 nous rnontre 1'h~licorntIre ALOUETTE III avec It radar *Anuin d1 atm P*Anw4 et !a1a
rn~ra d'&xe qul nous permettait de. prendre la photo du panorama en mime temnps que le radar.

Les photos 40-13, 14, 15, 16, montrent les d~tectionis obtenues our colline, pyl8ne isol6 et ligne HT.

$Un grand noimbre ie dia;:oaitives en couleura seront pr~sent~e3 au cours de !a conf~rencc et permfut-
tront de mieun se rendre conipte de l'int5rift des risultats obtenus.

Mais ddjA on peut avoir tine Wde des possibilit~a de ddtection du r~kdar SAIGA stir Ies queiques photos
prdsentdes Adi.

Photo 40-13 1'hdicoptlhre 6volue en cabr6 le long de la pente d'unc colline (vecteur vitesse au-
dessus de la ligne de r~firence). La colonne lumineuse A gauche reprisente le
test intC-gr6.

Phcto 40-14 l'hdlicoptbrro siuute par-dc ssus le pyl8ne isoIU ; pour ce faire, il maintient en
permanence le cercle (vecteur vitesse), sur le sommet de 1'obstacle.

Photo 40-15 d6tection d'une ligne HT de 90 ktV en type C.

Photo 40-16 la mfime ligne HT en pr6sentation type B. Les marqueurs distance sont espac~s
de 500 m~tres. La ligne eat visible entre 600 et 1500 m~tres.

F Conclusion

Le. radar SAIGA a ddmontri qu'il 6tait particuuil~rement bien adaptý awc conditions de vol d'un hdlicop-
tatre, apparcil qui peut s'enfoacer beaucoup plus profonddment -dans le relief qu'wr. avion et qui dzdt ivi-
ter les obstacles aussi bien dans le plan vertical que dans le plan h~orizontal. Les r~sultats obtenus au
cours dlessais en vol stir tous les terrains avec des obstacles naturels oti artificiels 'els que pylines et
cibles haute tension, v~rifient la validit des solutions originales choisies pour cc matdriel.



40-8

INDICATEUR ~Z7

RADAR// 
7F---

itII

rig. 1 SAIGA radar d'evitemenet d'obstacles pour hilicoptbre

Fig. 2 lldicateur



40-9

gI

7-0

Fig. 3 Domaine dlexploration

YSRCTIV i V-TVlP

' IF

TYPE C (4--iW. t .f. w TYPE B (Dis.tmm-Gis nb)

Fig. 4 Principe de localisation des obstacles



40-10
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A COST EFFECTIVENESS STUDY
THIE AIRBORNE EARLY WARNING AIRCRAFT

AS . INTEGRATED PART OF AIR DEFENCE SYSTEMS

T.2. Kerr, BSc., AFRAeS

MINISTRY OF DEFENC: U.K.

St?.tARY

Advances in radar technology now make it possible to detect low flying targets against tne
ground clutter. jsing this type of radar (Pulee Doppler) installed in Airborne Early Warning (AEW)
aircraft as part ef a mix wit;1 fighteis and Surface-to-Air Missile (SAM) systems, it is possible to
obtain an all-altitude defence in depth and, in particular, considerably improve the effectiveness of
te defences against attack by low flying aircraft. The effectiveness of a constant cost Mnx ofI .ighters 'ith AEW ap compared with that ef fighters alone and the improvement in effectiveness is shown.
In addition, the variation of overall effectivensss of the defences of a task force with AEW radar
range is examined.

Vs~ng a nathcmatical model to simulate the operation of AEK aircraft and radar system.s, the
nioab~r of aircraft required to man one :tatien is presented as a function of the aircraft and radar
size. power etc. and the r-obability of being on patrol.

1. INTRODUCTION

"The amount of early warning of ?n enemy attack that can be obtained from surface-based radar is
severely limited oy the earth's ctrvature anJ to a :.ertain extent by local terrain and vegetation
screening. Whenever possible these limitations have been partly overcome by locating the sensor on high
ground; for example, on the edge of a cliff when looking over the sea, or on a hill-top. This has con-
siderably increased the radar horizon, but it is still severely limited unless the radary :an be sited
well forward of the area to be defended, A greatly increased radar horizon can be ubtaised by locating
the radar in an aircraft flying well ibove the earth's surface. Developments in radar now make it
possible to def-ect low altitude atteckc-s against the ground clutter by virtue of tacir differlng radial
velocities. If a radar of this type is installed in an aircraft, it can be "ntegrated uith the overull
defence systems and provide the valuable early warning necessary for alerting all the systems in the
defence environment. The concept of the airborne early warning system and the coverage that might be
obtained from the radar are shown in Figure 1-42; any attacker, flying at low altitude, can be detected,
the defences alerted and the fighters scrambled and directed against the raid. Without such a system,
the attackers can anderfly the coverage of the ground radars, achieve surprise against the defence
systeas and aore readily saturate them. The airborne early warning system, therefore, appears to 'ffer
a solttion to the proLlem of defending against the loa altitude attacker and in this paper aa atteApt is

Smade to take some very simple situations and demonstrate the advantages on a cost effectiveness basis of
including the airborne early warning system in a defence mix.

S2. THE ASS4PTIWNS

2.1. Basic Concept

When examining alternative policy options for resource allocation iu the future, the work is most
easily presented and understood if force mixes of constant cost and varying effectiveness or constant
effectiveness and varying cost are compared. In this paper the former presentation is used. In order to
establish the costs of the alternative aircraft mixes to be purchased, it is Pecessary to consider the
research and develolment costs and the total purchase &nd operating cos,.s for the life of the aircraft.

j The life for dircraft is normally assumed to be 10 years. Research and deelopment costs are not used
in. this paper. A separate treatment of R&D costs is essential because of the large variations caused by
different assumptions on the method of costing, and whether it is a fixed initial cost, a cos- shared
with other nations, or amortised over the tot.al buy. In this paper it will be assumed that it is an
initisl fixed cost not included in the comparison.. This means th-t the comparisons will assume that we
are dealing with alternative ways of increasing the force effectiveness in :he a;cfi'ýld and task force
scenarios at s constant incremental cost.

2.2. The Fighter

The fighter is assumed to be capable of flying at a Mach number of 2 at heights up to 60,000 ft
and to have a aaxim~m endurance of Two hours, It is assumed to carry four medium range air to-air
missiles which can be fixed at targets flying at heights above or helow the fighter. The airborne
intercept (AI) radar is assumed to be of the pulae doppler type which car, discriminate targets against
the clutter from ground returns. The Al is assumed to have a lock on range of 40 nm against 5 sq. metre
targets. The combined weapon systet is assumed vo have O.S expected kills per pair of missiles when

i• firei after being positioned against the rf'id by broadcast type of ground controlled interception, and
0.25 expected kills per pair of missiles fired when operating autonomously. Such a fighter ii. assumed to
cost £3.14 including the initial purchase price and 13-year running costs.

2.3. The Airborne Early Warning Aircraft and System

In a typical deploymer.t (Figure 1.42) the airborne early warning aircraft would fly above the
target to be defended. The coverage of the ground radar is shown and it can easily be seer. that because
of the ground radar horizon limitations, an attacking aircraft flying at low altitude can underfly this
coverage and remain undetected until it is very close to the tgxgot. With tne airborne system a low



flying attacer would be detected at a much lenger range. Typical layouts of such an aircraft system are
l.r. :f c .... 12. 1A, A., n s o .2-te in the. .- nv.A tail cnf the oircraft. 2nd Tvre P has a wishroom-

type aerial above the fuselage. Each type is assumed to be capable of detscting 5 sq. metre targets
(typically large fighter ground attack aircraft) at a range of 150 to 250 nme 4Apending upon the detal.1s
of the aerial size and the power transmitted. The main advantage of the fore and afZ layc.At over the
mushtoom arrangement is derited from the increased aerial depth for a given aircraft size and, therefore,
the improved height-finding capability that can be obtained.

For this paper it has been asrumed that the all-up-weight of the aircraft is about 0,O0O lb, an
endurance of five hours on station at 20,000 to :0,000 ft. and a detectioa range of 160 no against 5 sq.
metre targets. The purchase price and 10-year running costs are arfumed to be L6.i14 per aircraft and five
aircraft are required to ensure that one will be on station for more than 90% o. the time. (The :nvesti-
gation of the numbers required to man a 3ingle station will be given in detail later in the paper.)

2.4. Surface-to-Air Missile Systems

Surfaco-to-air missile systems are usually dzployed near the defended area. For the de-ence of a
task force at sea (discussed later) it is assumed that two types of surface-to-air missiles are available:

(a) A short range system with a maximum range of 5 km for p.int defence.

(b) Two long range systems of 30-km range at low altitude and 70 kv at high altitude.

The longer raage systems provide area defence for the task force. The :osý:s are assumed to be sunk costs
and the varial ions of defence effectiveness as a function of AEK range are investigatel.

3. TFD EFENCE CF A?' AIRFIELD

3.1. Introduction

The fighters on the airfield are assumed to be deployed to protect attack aircraft based on the
iane airfield and to maintain facilities, etc. They can also provide area defence fors other facilities or
armies within their area of operation. The mode of operation depend.s upon the availability of warning and
direction of attack. With warning, the fighters can be scrambled from ground alert: withbut it, they must
be operated partly or complete.) on continuous airborne patrol (CAP). These points are discussed in more
detail below.

It has been assumed that the total purchase and 10-year running costs of the fighters and
fighter/AEW mix will be the same. Taking the estimates of cost given earlier of M3.IN per fighter and
£6.114 per AEW aircraft, the constant co't mix at £93H would give:

20 fighters plus S AEN
60

30 fighters.

3.2. Operations Ilith AEN

It is assumed that the fighters are held at ground readiness and when alerted, scramble at 30-see
inteivals after" a 3-inmate delay. Against a raid of low altitude attackers penetrating at 500 knots, it
is assumed that they cruise out at 20,000 ft at high subsonic sperds, descending to 5000 to 10,000 ft to
make a first attack head-on against the raid. After this attack, the fighters turn into a tWl chase and
accelerate to supersonic speeds, attacking again with a pair of missiles. The following table shows the
expected number of kills, assaming that the last intercept must take place at least 10 nm from the airfield.

KILLS TO BE EXPECTEP FROM FIGPTERS SCRAMBLED BY AEW FROM GROUN) ALERT

Number of Fighters Air Intercepts Expected
Availamle per Aircraft Total Intercepts Fill%

20 Is 30 15 to3 0

3.3. Operations Without AEW

Two modes of operation without AEW will be considered. The first assumes that the direction of
attack is unknown and a continuous airborne alert is therefore required covering attack fro any
direction ard using all possible fighters. The second mode ass-mes that the situation alloWs patrols
to be operated over a liaited sector and the airborne fighter on pav-l can alert other fighters at
readiness on the grour-.

Alt Fýqht.i on CAP. Experioize has shown that some five fighters are requireci to maintain one on
CAP, Thirty fighters would therefore provide six airborne at any time. It is also assumed that these
fighters fly a circular traek soma 40 miles radius from base (Figure 3.42). The sepsratiots' between the
fighters ar4 their .1 search patterns will give a minioun detection range of some 50 Tm from base, The
number of intercepts possible in t:.e autonomous mode will probably be 0.5 to 1.0, and using tVe misile
load in a single attack the kills possible would also be 0,5 to 1.0.

Nixod CAP and Gm'ur 4Zeft. Although the visks are higher, if it is thought that there is a
preferred attack direction (for reasons of terrain, limited ranb-, etc.) it is possible to use some of
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the fighters as AEW aircraft and scramble from ground readiness those fighters not invn!vej In the h.'AD

operation. One possible type of patrol pattern is shown in Figure 4.42 providing warning over a 1800
sector. In this operation it has been assumed that three aircraft would be maintained on CAP, utilizing15 of the total availphbip rn the mn•- o .....4P -^U2- .- ------ IS. .. .. ... ... .. ... . . . .. .. ...,, ii, l• , u . .. e •,:rainoiC'

against the incoming raid, In this atutonoaous mode of operation one of the three on CAP and the 1s
scrambled might achieve 0.5 to 1.0 intercepts and each intercept has 0.25 chance of a kill; resulting
in 2 ti 4 kills.

3.4. Overall Comparison of Force Effectiveness

At a constant cost of £E3M the effectiveness of the fighter defences for an all-fighter or
fightcr/AEN mix is show in Figure 5.42. This indicates an improvement in effectivoness of some 15 to
30 times when the forFe includes AMI.

4. PROTECTION OF A TASK FORCE AT SEA

4.1. Concept of Operation

The previous section considered the additional effectiveness achieved by fighters when an AEW
aircraft i! included in the force mix. This section examines the variation iv effectiveness of the AEW
with range Nher included in a fighter and missile environment.

Lot us imagine the defence of a task force at sea in a liuited war environment in which conven-
tional HE weapors are used. The systems that might be used in the attack are illustrated in Figure 6.42.
They consist oa direct attack at low, wczjius and high altitudes, and stand-off attack by shozt and long
range weapons. These have to be countered by the defence systems (Figure 7.42) consisting of fighters
supported by AEN and surface-to-air [SAM) systems. For the purpose of the study, only low altitude direct
and stand-off attacks will be considered, since the aediua and high altitude attacks can be countered by
the defence systems supported by the radars in the ships. The success of the defence systems, and in
particular the AEW, will be measured by the probability of damage to the most iwportant target within
the task forcz.

4.2. The Defence 5ffectiveness

Defence effectiveness ii calculated in two stages; first the fighters and then the SAM systems
which cover in area of radius 20 na from the main elements of the task force.

Lot u. assume that seven fighters are available. Of these, two are on continuous airborne patrol
and the rw*ning five are scrambled at 3,31.4,41,5=in. The climb and speed profile of the fighter,
the detection anA tracking of the Al ra.ar, the missile launch., flight path and probability of kill are
modelled. The model can then be used to estimate the expected kills per sortie. Assuming that the low
altitude attackers are flying at 600 knots and that the A.W radar can detect them at 200 an, then the
two fighters on CAP can make the first intercept in head-on attack at 110 no (Figure 8-42) and the
scrambled fighters at 90 to 80 m•. By this time the CAP fighters have turned and overtaken the raid,
:•aking the second intercept nt 70 nm, followed by the other aircraft at SO to 40 rim. In this way the
expected intercepts and kills can be calculated. This is a very simple description of a detailed and
complex tactical model being used to assess the capability of detection, conversion to attack and kill.

The calculations can be repeated assuming that the AEW radar detection range is 150 and 100 nR
and the fighters' capability re-assessed. It has been assumed that the fighters do not enter the 20-hu
defended zone. The attackers can, of course, be re-engaged when they leave the SAM-defended zone.

A mathematical model of the SAN defences (Figure 9-42) is used to assess che kill capability of
the SAX systems deployed, takirg into account their position, range, single shot kill probability, etc.
Unless there is an obvIously preferred attack direction, the SAN effectiveness is generally assessed
over all possible dire:tions of attack. The surviving raiders are assumed to deliver thcir weapons and
the effectiveness of the attack in terms of damage is calculated. Tnis will depend, of course, on the
weapon type and load, deliveyv accuracy and target vulnerability.

In orde. ýLo illustrate the effectiveness of the defences fer different AEW ranges, a number of
different strengths of the attackipg force have been considered, the largest force being a little over
20 aircraft. Because of mutual safety considerations, this is about the largest force that can be co-
ordiihaced within a single raid. Larger numbers of attackers may be assumed to be organized in two raids
separated in time by more than the reload time of the SAM systems.

For a low altitude attack of a given strength, it is possible to shom how the damage in the task
force varies with the range of detection of the attackers (Figure 10-42). If the numbers of aircraft in
the low altitude raid is less than five, the SAM systems alono can p.'ovide adequate protection and
little damage is achieved. If the number of attackers is increased to 10, the SAM systems plus two
fighters on CAP cannot prevent coasiderable damage. If, however, an AEW system of 10-nm range is in-
cludMd, fighters can be scrabled and the dam-age caused by 10 raiders reduced to a minimum. Fifteen
raiders can be countered in a similar way by including a ISO-nm range AE, and with * 200-nm range AEN
"a further small improvement can be obtained. Twenty aircraft in 3 single raid saturate thPt tfences and
"a further increase _n AEW range is of no vwlue unless the fighter defences are strengthened. The
effectiveness of the low altitude attack, therefore, varies with AEW radar detection range and the
manner of this variation is illustrated in Figure 11-42. As the fighters' Al radar and CAP station can
provide about 50-na warning, thn.re is no advantage in deploying an AEW of this range. When the range
exceeds 50 no, the effettiveness of the defences increases rapidly to about 15O m and then the rate of
increase falls until at about 200 no there is no further inczease in effectiveness with range. The curve
is of the classic S shape and indicates a choice of radar range of 150 to 200 nim.
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fhe middle diagram indicates the change in effectiveness as a function of zange when stand-off
weapons are considtred. khen this and the direct attack effectiveness are combined, the overall attack
effectiveness is as shown in the lower diagrtm. The same pronounced S shape of the .urve is maintained,
but at ranges greater than 200 ,im the effectiveness of the AFW continues to increase but at a low rate,
When the defence d6cision planner chooses the AEW system, the relative magnitude of the direct attack
and stand-off threat must be considered as weli as the si:e and cost of the AEW system.

It is important to stress that ir. these cu!culations there are many factors that cennot be taken
into account directly. For example, it is not possible to say how many kills by the fighters wcrald break
up the raid and thereby ease the problems for the SAM defences or cause the attackers to abandon the
attack, or even what level of dezence would deter the enemy from initiating the attack. These are a.atters
of experience and judgem6nt that depend upan the particular environment of the study, b'zt may be veryimportant.

5. ,A SIMULATION OF AEA AVAILABILITY

The AEW system consists of a medium to large aircraft combined with a medium sized radar. Such a
system is complex and any countr> considering introducing it into its force structure must be satisfied
that it will be on station and operating when requited. It is possible to predict the reliability and
maintainability of such x system and use these data in a mathematical model to simulate the opt .ation of
the system and to investigate the number of aircraft required to operate one station and the effect of
different aircraft and radar designs. The most impcrtant factors that can be used as variables in the
model art:

(a) The aircraft

(i) speed and height of patrol
(ii) endurance

(iii) defect rate
(iv) repair time and manpower required

(b) The radar

(i) the poker and aerial size
(ii) defect rate

(iii) repair time and manpower required.

It is accepted that reliability is notoriously difficult to predict and is continually changing
(impro'ing, one hopes) throughout the service life of an equipment or aircraft. Nevertheless it is a
very important parameter in any model seeking to present a complete picture of the defect rates and
therefore of the spares and manpower required to support any piece of equipment. The larger and more
complex the equipment, the lower the availability will be and the higher the spares and manpower re-
quired. To provide a base line from which we might predict future equipment reliability after one to two
years in service, a comparison was made between the defect rates predicted by a component count wettod
proposzd by the Royal Radar Establisbmen.t on current equipment and data %vailable from records of defect
rates of the aircraft radar in squadron operat.ons. It was found that there was a factor of approxitately
3 between these estimates, the actual number of defects being higher than predicted. Component countS
were done for tie new equipments and the same factor applied. Studies were also made of various airframe
and engine combinations. It was found that the defect rate varied directly with size and this was used
to predict the reliability of possible future aircraft.

Before these data could be used as inputs to a model designed to investigate the overall availa-
bility of the possibli' AEX systems, two further items of information were required:

(a) The distribution of total time elapsed between landing and being available for a further
sortie.

(b) The distribution of the occurrence of defects in flight.

There is a tendency for maintenance organizations to adopt a somewhat different mode of oreration
in war, compared with that use* in peace-time. In war, s-me cf the defects zf a minor nature are not
repaired until an opportune time and it is ass'uvmed, for the pLrpose of illustration, that only the most
important two-thirds of the defects are repaired. Figure 12-42 ihows the cumulative probability of the
aircraft being ready for the next flight as a function of the time elapsed since landing f'.r sustained
rates cf operation of up to three months. rhi_ shows that there is a 50% probability of an aircraft
being available after four hours and a SrA probabi!ity after 12 hours.

The distribution of occurrence of defects in flight has been measured in trials and in simlated
flighth' conditions in the laboratory. It was established thst a large number of defects were found to occur
at. or just after take-off. Figure 13-42 shows seasuremants taken at 30-minute int'ervals of the defects
arising per half hour. On a typical aircrift and radar system, it was found that the probability of a
defect occurring is approrizately 10 times higher in the first 30 minutes than in any subsequent half hour.
This effect is proaably caused by a comb~.•aticn of factors such as rwitch-on failures, inability to test
some equipments adequately on the ground, failures accumulated after tho aircraft %&a- prepared for .light,
the environment during take-off, etc. The knowledge that stich a distribution exists is extremely important
when attempting to predict the effect of increasing the sortie duration.

This information was then used as input to a Mont& Ca'lo mod'A of the aircraft operations.
Figu-e 14-42 shows pictorially the flow diagram used. With this model, tests can be aade to shrc the
effects of reliability, sortie duration, in-flight refuelling, changing repair philosophy, rules for
allowing scheduled servicing, etc.
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A typical output from the model, assuming a total of four aircraft are available to provide one on
1.., I iU0a1c- in Figuze 15-42. the probabiiity that an aircraft wiii be on station at height is calued
the syetom Lwarning probability. It can be seen that on average, an aircraft would be on station 9M' of
the time with a spread of possible results from 85% to rearly 100%. The system warning probability for
three, four ir five aircraft available is shown in Figure 16-42 and the expected values are about 85%,
95% and 97% respectively.

With the results of these models it is possible to examine the variations in effectiveness =nd
cost as a function of all the irportauat parameters governing the capability of each size and power of
the AEW systems considered. The variation in system warning probability with the number of aircraft to
man each station can also be examined.

6. CONCLUDING REMARKS

In view of the existing weakness in low altitude air defence and the assumption that an attacker
will always exploit a weakness, the AEW system offerz the possibility of detecting the attackers early
enough to alert the defences, scramble fighters to intercept the raid and. with a suitable airborne
intercept radar (p-ule doppZer) air-to-air missile 3ystei in the fighters, provides a means of engaging
them long before they reach the target area. It has been shown that, by taking reasonable assumptions of
cost ane effectiveness, within a giver budget a fighter/AEW mix can be much more effective than fighters
alone, and by considering the fighter plus AEWi3•4 mix, it is possible to indicate the variation in
effectiveness of the defences as a function of AEW range. There is obviously a wide spectrum of possible
solutions to the requirement for the AEN system in terms of both the aircraft and radar. The relative
advantages and disadvantages of .ch solution can be investigated by means of the defence models and the
availability studied by means of the simulation of the operation of the various AEK solutions.

If the addition to the defences of an AEW syste3 gives such a large increase in the defence
effectiveness, will not the enemy make it a priority target and, therefore, can it be of any real value?
This que-tion must be asked by any country considering its introduction. The enemy may attack it in tw.a
ways; firstly by electronic warfare and secondly, by physical attack. Against the Jamming threat,
countermeasures such as frequency diversity, etc. can be built into the AEW raaar and the capability of
the enemy can be degraded by changes in physical deployment such as position or height -hen these are
oossible. With refererce to physical attack, the AEW is not an easy target. It is deployed within a
defence system and is in the best position to know when and if it is likely to come under attack.
It can, of course, use A! or missile jammers to defend itself. Every situation requires a separate
examination, but an investigation of many of these possibilities leads to the conclusion that these
arguments do not negate the significant advantages in favour of deploying such a system.

I

I
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DISCUSSION ON PAP.S

raper No. 1. Radar Sea Return in High Wind/Idave Conditions
bi 9. W. Guiard and J. R, Znso~ e Jr.

MR. J. IFREE N: How well does the model proposed predict performance at low angles of
incidence? Does tne independence of the back scatter of wavelength otill
obtain at low angles of incidence?

MR. N. GUINAP.D: The mode] has not been verified for shallow grazing angles r.er the sea.
Some laboratory ex-erincnts have oeen performed on sinusoidal and s1iehtly
roagn plancr surfaces which indicate that tne mocel is valid for these
scattser'ng surfaces. We have very recently conducted snallow angle stdies
over the open ocean whicn should -,hed more light on the vý1idity of the
model at low angles. The wavelength dependence at low angl-? %R* to my
knowledge never been measured. We hope to increase the power output of the
4FR systein. If this is done we rAy be able to de-ermine it over our range
of wavelengths.

MR. P. BRADWSEL: Does the clutter momel lead to an msymptotic form of grazing incidence?
This is ispor,;ant in assessing performance of sea-search radars.

MR. N. GUINARD: If the model is weighted with the probability distributlon of "A new model for
sea clutter" referenced in our paper, such an asymptotic form way be found.
Tho use of a maximum slope codition should of course be ueed.

Paper No. 2 An Experimental Study of Some Clutter Characteristics
by M- P. Warden.

n. G. HANSO: The purrose of experimental rese--.h is to provide data from which target
signal to clutter ratio can be ! "oeed, I presume. Can the interettinS
ground data results described be -trapoleted to apply to airborne radar
performance at distances for whit.. the incident angles are very email?

MR. H. WARDl.e: T`e unprocessed clutter results ^.4nnot be readily extrapolated to giv* the
imfortation you re;uire of the nnos-tationarity of the time aeries of
sifgals. It %auld be interestin; to see the results of subtracting the
time vartving =ean from the signal, as discussed in the paper, comp&.red to
measurements made with an airborne rader.

Paper No. 4 Some Measurements of Radar Angels (FaIse Radar Targets)
Gy V. Fishbein, -. Frost and -. &. Vander Meer.

DR. T. K&;ST-R: I would like to comn.ent on your recarR6 concerning Fig. 13 of your pap-,r
showing two doppler peaks fr,:. •ind blown rain during a rpricd of 20 seconds.
ie have tried to show in o'.r p•per (paper 3 of this coference) that the line

shapr• of the doppler spectrum of rain clouds need not be gaussian and depenzds
on the wind profile preva iling at the time as well as on the t-adar parameters,
the heigrt of the cloud and its distance from the radar. In my opinion it is
conceivable that wi,,! prof'-let are stationary for a period of 23 seconds.
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Pap~r ,o. ti .. oce .ea•,r•i..-a cf tt,O .foeta of F'requenc, Agility on -tircrtft i•dar tieturns
by x. .. &hitlock, A. H. .hepnerC a.:c A. L. C. ý4uigloy.

J4. A, ?{AX:F2.: Dr. dhntlcck stated that his meausrementr do not seem to -&iree wit,, tIoery,
wi•'n ;redict"- Laat L..e trequ.ncy jump necessary for decorrelation dejen!-s on
taruet size. ictually, a sore preclae staremot.L - d tG '-, .. tn..e fr.....en..y
lurnp de1 end,' on t,.e raa.go ;,read fz.r t:.: 'sseit al scattering centers of thie
target. I an sare tn-it re-ea.xnination of his results fro', tias poirt of view
would show agreou6nt with theory.

DR. W. WHITLCK: ,ioz publi.ihed tneorles assumc P wide diitribution of .-eatters-rs over tne
aircraft, but ttix is not revilistxc as Dr. 4ihaczek i-plies, for in general
tnc dominont scatterers %till be grouped within tie phy:.ical extre". s of the
a-rcrafL. :ever-t:,eless it was antiz-ipated that alrcraft of very -iffereont
sizts should shod differinc behaviour to frequency agility tut trv exreriental
stuuy faiied to resolve this difference.

MR. P. BRADSELL: Does your work give a value in decibels for tvo im.provement tn dotectability of

an aircreft due to irequency agility?

Were any of the observations f&Ade in rain clutter? What was tile effect?

LA. V. d1,I.LOCK: a) Ine-tfficiont data nas been accumulated to -Wke a quantative statetient on
improvement in dete,:tability.

b) As t.ie Liter-pul.se per'od of tLtr radar was lon. compared with the natural
decorrehation tim-e of rain clutter it was not approrriate to carry cut
frequency agility measul'emeuts. However otner workers have demonstrated tLat
the reciprocal pulse length rule applies to rain ýiutter.

Paper No. 11 Integrated Subsystess on Con;nsite Smbstratas
by M. Leake, P. Hiost and q. J. Schuitt.

DR. D. PAGE: How do tne mectinical properties of these substrates comapare with conveatio.:al
substrates? A-e they more brittle?

SDR. H. SCiMITT: Ferrites, ani also composite ferrite substrates are more brittle th-i Al 0
substrates. Mechanical shock tests have not yet been made, however.
Mechanical processing like polishing, drilling etc., is much easier thau for
Al 203.

HR. .ALF2I1DARI: Avez-vour rencontre des difficultes pour la reproduction en grand L-bre de ce
type dc d~phaseirs I ferrite?

DR. 4. SCHS.TL : From exrerience with similar ferrite devices we would expect excellent
reproducibility of material properties. Only &3all numbers of integrated
digital phase shirters have been made so far for laboratory purposes.

MR. J. FR-n::DK!W: ihat is your estimate ,f the cost of such phase shifters when reproduced in
quantity?

DR. H. XMITT: Tae price will a-rongly depend on quantity. Becauae of easier machining and
pr -7essing it should be cmcpetitive with all ocher ferrite phasing echemes.

Pap*r lo. 14 Pattern Compression by Space-Ti=e Binary Coding uf an Array Antenna
by S. Drabowitch an4 C. Aubry.

MR. R. GRAHAM: WVih a conventional phased array which uses single bit WO or I600) phese
shiftersa if toe res.dual phase errors are randomly spread betwe*n ± 9-, ther-
is a loss of gain of 3.9 d3.

With th binau y coding techniques tihe 1 gain is only 3 43.

WoUld Dr. Draoowitch care to co~rmnt?

S~~mmm m'mm • m ~
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DR. M.. 4BOWIT(CH; Dkns un reseau classique 1 bit avec dispersion erratique dem lobes
parasites, la perte de gaci ,.st 3.9 aB mais la perte aller-retour eat doublae:

Dana un reseau a codagj periodique, la perte ci gain eat environ 3 dB mats
•lexitstence de dtux lobes vrinc¢pnux nermet de doub)er le temps de m.-•ura aur

Paper No. 15 Flood-lighting with Nyquist Rate Jcanning
by A. K. Edgar a-L .. . Jones.

HM. R. VOL_;: I should first of all :e to take tno opportunity to congratulate yourself and
Mr. G. F. Clsrji,- on hnventir., such a novel and intriguinF radar princi le. I
"am sure t-tat it will find -any applications.

"- :I wonder 'netj.er, i: it does not involve goi.-. into too much detail, you could say
few words abou tne si.:nal Trocessing you would nrnpoy wren the Lystet^ is .mde

to inicfr onr'ze vialso coc.-ression.

RR. A. :..DGKR: The bean sc.tn.ain process may oe considered as tne Fourier transformer of tie
modulated si. ha7.. from tue array. "•itn pulse compression tve scanning modulation
must of course be n itcned to tac si..-al baAdwidtih and the suosequent addition in
a dioiorsive tilt.or desip.ed for thc final output bandwidth will provide a signal
time code •Iv1v ral-e and bearine. I would like to emphasize ..,at we a,•ve not
-ride ay ex erlnental equi;%ent f,,r handlii.- this type of signal and also to ncte
t,tat .ae 'inal si..•l uaudwidth will be 11 ti-es greater t:ian the input wavefora
because of t:,e hi -.. speed acan - as in the system I described in the paper.

xParper No. 17 7e Linear Array for Beam Aeterins
bi R. Reitzig.

MR. . GUI'WD: Is the 5av,:er aw3re of the extensive work being done by Drs. Parstcn &nd
Brown -t US: ML. They nave bsen workine for r number of years in thc design of
feeding networ' N fe: cylindrical array antennas with niniu-JU nutual couplinb.

DN. R. qEfZIG: I a. afraid, no, I don't know the work the gentleman you mentloned have been
perfornia- on mininairsn- ti.e e'esent couplina throuch the fe.adiIF network.
!Nowever, I shoild very much an.reciAto if vou could tri4Cer off .u nutual exchange
of moe detailed infor-sation on this nIatter.

raper Uo. 18 Microwave S.S. Power Sources
by F. Sterzer.

". P M3ADS=L: What is the capability of these transistor and transferred electron devices in
the pulsed regiwe?

MR. F. ST.Z•Z•: The maximum power output of t.ie .ulsed transistor amalifier' is in sone cases
2 or 3 times as hlgh as tnat of CV a:plifiers. The iifference between the raximorn
power output of pulsed aqd CE tran;'ferred electron devices can be as hieh a3 a or
2 Grders of s-atitude,, At C-band fraquencies, for exampi6, tlte highest Cd power
output frc-a trems.oe-red elettron oscillators are currently approximately i wate,
whilb the highest pulsed outputs (at a few rA*r cent duty cycle) are cf the order
of 40 watts. The hignest power outputs obtained to date with pulstvd transferred
electron arplifiera are Povfral wvtta at C-bard frequencies wits an efficiency
of 6%.
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Par-or '1o. 20 U wweilnt. D•i n•ud Array Sy-ite' fur Atrborne ani (lround Mi~ned Applications
tY F: .1ii5 800.

.1'i. A{. z'/-.: see from tne lntr I ,ctrn o yout-" phuper noat yot. w.ro ain-n,- at a beam pointing
accurac; of 1/O ,-f a beiwjth. Cou!J you say whet!:,r you had to take any special
precaut'ona to azllo for trne differential heatine of the array and over what
temperature ranie' yo, acaievd th- required resalt?

Arid, seccaIly, could ou kinaly .Ay wtny o. airborne weatner radar is a candidate
foe electronic beat sleering?

p.•R. H. •, : , f.t.. e majr.r problen with temperature is provided by the variation in phase vs
ter-perature. Di:terential ph.,ee compensation is provided very effectively by
tn" uje of the flux transfer drive princiole in the ferrite phase shifters.
Insertion ph,-se control is best obtained by maintaining the antenna phase shifter
array at a ,ni form teverature by tile use of circulatin: air or liquid.
a.tusfactory antenna perfora:ace cAn be obtained over a temperature range of

4-0° to + 15boF.

The usz ct the particular i.-:tenn- with a weather radar was due to the desire for
a rapid airborne evaluation with an operational radar, namely, the A:/APN-158
Jyster. The antenna was intended to be expanded at a later date to accomplish
more functiona such as Terrain Clearan:.e and Terrain Avoidance.

!.., A. L=MPIObUS: a) The applicatt.on of space-feed in tne linear arrays which have been
described introiucea phase-difference between radiating elements due to
the unequa) m talengths for tle electromapetic waves. Is compensation for

this undesired phase-ditt obtained by hardware or by including numerical
correct-ovs in the conruted phase-settings?

b) Could tVe Application of sub-arrays be consfdered in the described linear
antenna systexs?

MR. 4. SIHPL.I4: a) Compensation for the cylindrical phase .ront is provided by prestored phase
compensation as a function of frequency.

b) Sub-arraya could be employed where there is some advantage to be gained.

Rxamples of tnis are very long arrays which use sub-arrays with time delay control
in order to increase instantaneous bandwidth. Another example is the use of sub-
drrays fed by separate powers asplifiers in order to increase overall system power
and reliab&l3ty.

MR. E. BOLD.ROW: i. Could you elaborate somewhat o:ý the way tracking was organised?

2. How did you approach the problem of mutual coupling? Were the elements
measured in tne environments of similar elements or did you calculate the effect?

.R. H. SI?2.iON: 1. A dual primary feed is inserted in the apex of the parallel plate space t.o.
The dual feed is fed by a hybrid to provide in-phase am pattern ar.d out-of-phase
difference pattern illumination of the rear face of the aperture.

2. The element patterns were measured in an L-ray environment as well as in a
4aveguide simulator to evaluate autual coupling effect.

Paper No. 22 Rader de Poursuite a Grand Vouvoir Loparateur en Distance
par r. (. Forcatier et M. Chevalier.

DR. A. RIfMCZLX: The sneaker stated that tne procensing princtple unier discussion applir3 for
"tracking radar. It applies more generally to searith radar, but it is necessary
t! provide parallel channels to the extent that the tive-bandwidth product is
reduced by correlation (as with any correlator). Such a system is entirely

pzractical.

MR. F. F.H.-"Ibii: I agree with yoAr statteent but freom the econokica.L point of view I think that
the processing principle expesed app.les pr'!tty well fcr trackirg radar where
,tnly cne channel is necesear? in correlation or more generally three channels
in ease of monopulse applicatiot.
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Paper No. 23 Low Dietortica Dispersive JMatworks for Wideband Signal Proceaai-ig Systems
by F. G. HReal.ng, P. Mi. Krencik and A. J. Axel.

Pgt. A. RIHAC=~: Would the ameaker nleass comment on the Droblem of maintainina the aidelobea at
-k) dB under operational conditions, and-on the possibility of further reducing
tie sidelobe level for this particular approach.

MR. 0. UMRING: It in difficult to obtain a 40 dB sidelobe level. and a simple analogy is that of
retaining a 40 dB carrier balance in a balanced modulator. 'Whether A 40 dB carrier
level can be maintained under ooerational conditions depends on the type of radar.
For tactica! or field radars vhich auct operate over a wide range of environmental
conditions with a minimum of maintenance, it would be, in most casca, imponsi'oles
However, for large, pround-based, instrumentation type radars which operate in a
controlled environment and have maintenance on a daily or weekly basis, a 40 dB
operation level i:- entirely practical. This is particularly true if tne receiver
processor conzain,, an adjustasle traisve-sal equalizer which can be used to
compensate for olow changes in the electrical characteristics due to time (aging),
temperature, or variations in vperatineg conditi~ons. To reduce the aidelobes
furtsier than 40 dB would revsilt in a substantial increase in equipment coat &n"
complexity.

MR. P. MULAPS=: What are the .important. parasitic q'isnti ties in the tYpe 3 network?

KR. G. !HERXING: Two irportant parasitic quatitities are: (1) the discontinuity which exists at
the aborted end of the line and (2) the discontinuity which exists at the input
and output dLj to the trana-ition fromi a (constant-impedance) coupled line to a
(constant-imipedance) single unbalanced line to ground. The firat discontinuity
can be partially compensated b~y the addition of a capacitive tab extending past
the a),rt. The second can be p~rtially corrected by tapering the tra~nsition from
a sin~gle to a coupled line.

Paper No. 25 Switched Capacitor Ztorage Arrays for A.H.T.I. and Bandwidth Compression
by D. S. Harris.

MR. J. FqE=-MA2- 1. YIhat was the tolerance required in selection of the capacitnrs?

2. How much additional weignt and %oluete would be required to introduce more
conventional bandtasts filters following ti.e gatitrg rather than the capacitor
Fibtracticr metho~d used?

MR. D. HAIRRIS: 1. Car~cellation ratio ie not affected by capacity- as tne subtraction of returns
is carried out on a single capacitor within each slot, However slot-to-slot ripple
is affected by capacity tolerance and a tolerance of - 2* was selected. Generally
clot-to-slot rippli. is be-ter than 30 dB below si-nal level stored in the
capacitors.

2. This question iG a little difficult to give a factual answer to a3 have
very little experience in the pazkagine, of range gate i"Iters. However i~.e
capacitor storage technique packs twelve stores in a voltriz of 0.75 cubic Inch.

V Modern techniques and the u~se tuf active filters ray wall give a conparative
system in weight aad voluze.

FR. R. VOLZS: The module that you have descrioed is rinst versatile and is likely to find'. many
applications. ! -or' ir, therefore; -.!ether you pror:ose to translate the iorm of
cnnatruczion f'.om C.rdwood t. PSI or ý31?'

MR. D. HARRIS:- T..x Cordwood techniq~c was uxed t-- zn;nbie the. expjerimental systea- to be built as
dimply as possiole and to ejnabl.. compcnnnt toleran,-es ant' u:aracter -stics to be
atltected az required. Fuiture production may well use thick film technology rather
then 11-= or L3wnere cost could be tairly high.

Paper No. 26 Hethode do fraitezent MDigital i!e Signaux Monopulse en Presence de Clutter
par H. G. P. Forestier,

ER. T. IU~bTM-: Vous vernez de decrire un zystýne de rippression de 2. 'echo f'xe base' Sur une
triangulation. Consrent ce eye'time se cotporte-t-il on -prese.ice de clutter ayant un
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Paper No. 33 Cperational 3inploycent and Detection Performance of dvanced Coaputer
Controlled Radar Systems (Abstract orly
by J. A- Sijvoet.

MR. C. : at difference* would it make in your analysis of search and track using phased
rray•- if multiple beam antennas were available which could provide sederal beams

in o npaco at the same time?

'CI. J. BITM: The use of mrultiple beam antennas would t ropirtionatcLy reduce the search time.
However tnis does not change the tasic srb-=ent since such a system an be
considered as a number of parallel systes requirinst a multiplication of
transmitters and reb,:eihers and a more comapex antenna.

Paper No. 34 Digital Plot Extraction. of Prir-ary Hadar
by N. H. A. Smith and 1. R. Jackson,

MR. E. &AIE;- From what roferenc* did you get your Figure 2? I thirk that the thresb*ld must
bu proportional to the mean value of tse cl-itter amplitude and not logarith c as
shown !n your FigAure. oi you have any practice m d this subject?

MR. N. SRITH- The questioner is perhapa - oiatken as to the implications of Figure 2. It refers
to the second detection threshold, rather than to an initial quantizing level, and
is obtained *3 follows-.- assuse the clutter Lit density over the choaeu area to be
iranioely distributed. With the window size and a desired probability of talro plot
rats as constants TI. is then given via the Knoinial Probability Distribution
function given below where p a clutter sL-.' achieved divided by the maximua poscible
clutter *su. Although this relationship -assus #a random clutter hit distribution
exztensivt field trials have-saown that the calculated functions preserve tU
chtwen PTA to better than an order of magnitude, irrospective of actual
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clutter distribution.
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raper No. V) Liri.ial Radar Plit iEtractor - a System Module of ý.n ALtomatic Air

.raffle Control System
by H. F&ert and U. Siegenthaler.

MR. P. BRADSELL: 1. Present-day nystteos ?avs crcuats givin. CFAR at the first threshold far,
say, rain clutter. They also hove adaptive co-trol of the second threohold to

dive constant false alarm rate in plot detection. in your opinion is th. - an

optimum balance between the effectiveness of tnele actions?

2. With rtgard to the Scan-scan MTI,

a) in thare a threolola of velooity?
b) what t:pe of clutter 13 it intended to remove?

3. Ocild you mCe A comerison between tne sethcvl of associating primary and
secondrary raniar ploGs. and associating primary and secondary track data in the
-ooputer?

DR. H. EBERT: 1. In my npiuion, CFAR circuits at the 1st tiretbold and present day systema of
'ontrdl 4f the 2rd threshold (such As the clutter oliminator cescribed in the
ahatracts) cannn be con*.LCd directly. A CFA:a is principally suited to reduce
fulse alarm probabil:.t; 4t1hout a remarkable loss of sensitivity (for instance,
th3 eaatem deicribed in tie abstracts has a measured loss of sensitivity of about
0.8 A). Rut .,n the o-her hand CFAR is not soited against clutter of high
corr-i•txon it azimuth direction (for instance angels) because it does not use the
intarrati.;n of several subsequent radar peraods. The clutter eliminator, on the
other hand, uses infn.-&tion of several radar pfrisds and is therefore able to coy-
with correlated clutter, b'n by setting the Žni t!reshjld to higher values,
senmitivity is lost. The best way would be to have a system combined with the
1st threshold, which is a:le to cops with correlated noise without remarkable loss
of seasitivity. One solution (as propozcd by ED') could be to digitize pulse
amplitude and to analyze the neighbourhood of every ".hit in process" for
correlation - of course a very expensive solution.

2. The Scan Mel is an attempt to cope 4th angle echoes. A fixed area (as
described in the paper, and whose edge length can be adjusted) is defined and a
target is declared as * fixed target, if it does not escape this area during the
next antenna revoiution. This may be in mroe way t thre-hold of velocity.
PFatstie must prove whether tht intended effect is reachcd.

3. I ta e pU t -xrractor the assnciatton of P? and SSR is oone merely on tne basis
of ta&rget location, (If a PR- and an SSk- target are in adjacent range increments
and overlap in n-cuth dirocti-rn) The at,.nmtage is 'n reduciny the data flow to the
trackiug cc-rayter in tbi A w-centur via the teAephoie lines. (it is eipected tlAt
ast of the rtal tr.••geta can be torrelated by this method :nder normal radar
condit•e-.) A* fc. 'he trtckvirg process, tracking of "combined" (i.e. correlated)
targets c-u b* dor on an 532 tracking basis, whith neets a less sophisticated
progrem than PR tracking normally does. Therefore some amount of zomputer work can
be spared.

NR. N. SMITH: The functions carried out within the '%lot infornation process computer' are in
other rysttas carried out either by special nardware at the radar ai e or ir a
computer at the centre. Could Mr- -bert please give the reasons, which in his view
lead to the use of a computer at the radar site?

DR. H. EBERT: The main reasons for a computer for plot information processing rather tUan a
special hardware are:

1. Special wishes of the customer for plot iaformation processing: connection
to 4 different ATO-centers which g;et different data, Scan WTI, sophisticated
on-line test system, map control of plot detectcr, etc.

2. Flexibility of system with respect to subseque:.t wishes and growing exporience.

3. Lower develorent costs for soft'az e instead of hardware for an equipment of
which only a nall t•mnber will be built.

A computer in tne ATC center cannct be used because the 4ata flow from the plot



Jectnr ~to t., cnrputtir in rarnor, I.e. On-line wita irocoming radare
7 iaf~rt.•, (a " d--.i:y di-nin tne plot dt-tector neglected).

Purer 5o. •9 Rudeir -n e :ier ri.ila :Noýse-.?adar 3yste"
by J.1.. Zmit,

?A. H. VCH ZTEIH: dould you t.- so kind to gve sone fetailed infornmtion concerning your
crrelator &atllog di?-ital, upper frequency limit)?

MR. J. .MIrrT I'r' ,•ton about tr.e corrt!ator as used in our experimr:nt is •;1ven in toe
apu a-i '.n fig. 4, 6, 8 and 10 of the paper. its you will see it Is an
a3•i•ohue epvelope corrslatcr. The maxim-w bandvidth of the correlator _s
40 'ý!z. This bandw~dtn Is centered around tue l.ocal-oscillator frequency f
01(g. ,). In our case this frequency coul± be shifted ! 4N WLz. For other
r.f. circuitry t:'ts wil' be different.

Paper Neo 40. cttacle Warning Radar for Helicopters by -Mr. G. Collot.

MR. C. M. STEWART: 1) Vhat was used to measwoe the velocity vector of the helicopter in
elevation plane.

2) What was the orerational experience with this radar anrd particularly the
pilot's feelings about flying for long periods on a display which needs consideraVle
interpretatim.

Ki. G. COLWZ: 1) A doppl.*r Rdar.

2) The longer period as 1j hours with window curtains down, and wits a sortie
previously prepared - the pilot said that the orders were easy to follo and the
course san *t too tiring.

Paper No. 42 A Cost Effect Lvenees Study of the Airborne -arly Warnine Aircraft an ar.
Integrhted Part of Air Defence Systems
hy T. H. Kerr.

M•R. ". SIRVTE: U
5
ne portee de Vordre de 150 NH semble ltro• -xzc ciro pour un syst~me A94.

Cette port~e peut-elle etre obtenue s5 lc terain ett xccidenti et si Veneni
utilise le relief evwter d'etre detecte.

.Q. T. K-'?RR: We haive investigated tuds possibility in a iumber of arcas of the world. In only
a snall propcrtion of these areas, is it possible for the low flying aircraft to
take -dvantagp of the cover provided by terrain. Generally the penetration
achieved is snall andh as far as can be seen it does not unduly degrade tha warning

provided by the early warnin5 aystem.


